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Abstract

Non-perturbative, exact analytical results are obtained for the harmonically
driven two-level system with the use of a Floquet—Green operator formalism.
From this operator, we find the quasi-energies and the Fourier components of
the Floquet eigenstates which we use to construct the time-evolution operator of
the system. As an application of our formalism, we study dynamic localization
and high-order harmonic generation in this system. Our results show the
existence of an initial condition that leads to an emission spectrum with only
hyper-Raman lines for any frequency and strength of the driving field. We show
the important role of the initial condition in determining the emission spectrum
of this system. In the non-perturbative regime, the emission spectrum is found
to be, in general, very sensitive to the amplitude of the driving field. We also
derive an expression for the (coherent) emission spectrum which shows its
dependence on the degree of localization of the system.

PACS numbers: 03.65.—w, 72.20.Ht, 42.65.Ky, 42.50.Ct

(Some figures in this article are in colour only in the electronic version)

1. Introduction

Harmonically driven systems have been traditionally studied in the field of atomic physics,
regarding the interaction of electromagnetic radiation with matter. In particular, in the last two
decades, there has been considerable interest in non-perturbative solutions to these systems,
given the many new and interesting phenomena associated with intense optical field—matter
interactions [1]. Also, in solid-state physics, there has been a significant amount of research
on the effects of a periodic driving in the transport properties of nanostructures [2, 3] and also
in relation to the problem of heat diffusion with time-dependent diffusivity [4].
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Chief among those systems is the harmonically driven two-level system (HDTLS), which
is a particularly important model in physics because of its simplicity and because it has proved
to be very useful in describing many aspects of the interaction of matter with an electromagnetic
field. The HDTLS has also been used to describe the electron dynamics in a double quantum
well with an applied ac electric field [5]. It has also been used to describe an atom moving
through a Fabry—Pérot cavity [6].

Despite its simple structure, exact analytical results valid in all of its parameter space
are very hard to obtain, and therefore, most of the analytic results known are obtained using
some approximation valid only within certain ranges of those parameters. In the field of
atomic physics, this system was traditionally studied using the rotating wave approximation
(RWA) [7], in which the ‘counter-rotating’ term of the harmonic driving is neglected. This
approximation is valid near resonance and only for low intensities of the driving field.
Presently, laser technology allows experimenters to produce very strong electromagnetic fields
(short laser pulses) which can produce interesting non-linear effects in their interaction with
matter.

For strong driving fields, the ‘counter-rotating’ term in the time-dependent part of the
Hamiltonian does contribute significantly and, therefore, different theoretical approaches
beyond RWA are required. One such method was first introduced by Autler and Townes [8].
Using Floquet’s theorem and continued fractions, they derived a general solution in order to
investigate the effect of a radio frequency field on the /-type microwave absorption line of the
doublet J = 2 — 1 of the molecules of gaseous OCS.

Later, Shirley [9] employed Floquet theory to reduce the solution of a periodic time-
dependent Hamiltonian to the problem of diagonalization of a time-independent matrix. This
matrix was then used to calculate eigenvalues and transition probabilities for a HDTLS system
and also to derive higher order (beyond linear RWA) analytic approximations valid in the
case of weak driving. Later approaches to this problem, usually within the context of a spin
system in a magnetic and a rf field, have involved the use of continued fractions [10-12],
although the role played by Floquet theory in those approaches (and in particular the role of
the quasi-energy) is not clear.

A different kind of analytical expression for the quasi-energy of the HDTLS, which does
not involve continued fractions, was reported by Zhao [13]. It makes use of group theoretical
arguments for its derivation and involves the evaluation of complicated infinite sums. Apart
from its intrinsic theoretical value, this solution does not provide a practical way to study this
system.

There have been a variety of approaches used to obtain approximate analytic expressions.
Most of them have been obtained in the high frequency limit [14—16], for w > @y, or in the
strong field limit [17, 18], for v > hw. Here w is the frequency of the driving, wy is the energy
difference between the two levels of the unperturbed Hamiltonian and v is the strength of the
driving.

One of the most interesting features of this system, which was found in those perturbative
solutions, is that, at some specific values of the driving field strength (the zeros of the zeroth-
order Bessel function), dynamic localization (DL) occurs. In the context of quantum wells this
means that, despite a nonzero tunnelling probability between the two wells, a system initially
prepared in one of them will remain there indefinitely. DL in quantum wells was first studied
by GroBmann et al [5]. In an earlier work [19], a manifestation of DL was found in a tight
binding potential with an applied ac electric field.

In a paper by Ivanov [20] in which high-order harmonic generation (HHG) by diatomic
molecular ions is considered, and then more recently in works by Santana et al [21] and also
Delgado and Gomez Llorente [22], analytical expressions in terms of Bessel functions were
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found, valid in the (perturbative) regime where DL occurs. This regime can be characterized
by the condition wy/w < 1 for any v, or wp/w <K +/v/hiw > 1. We will say that whenever
any of these two conditions is satisfied, the system is in the DL regime, where, as expected,
our results converge to the known Bessel-function expressions.

Our goal in this work is two-fold. First, to present a fully developed Floquet—Green
formalism for harmonically driven systems, which is suitable for the complete solution of any
such system without any approximations. The calculation of such Floquet—Green function
plays a major role in the solution of many problems where a periodic time dependence in
the potential is present, as it is the case, for instance, in quantum-driven transport [3]. Our
second goal is to show how this formalism can be applied in a concrete system; in this work,
we consider the important case of a HDTLS and give an exact solution valid in all of its
parameter range. This exact solution is expressed in terms of continued fractions, suitable to
the study of the regime where neither the RWA nor any other perturbative approach works.
Our aim is to present a whole picture of this system, of its eigenvalues and eigenstates in
the different regions of its parameter space and to obtain, from our exact solution, some new
results regarding the two main features of this system, namely DL and HHG.

In section 2, we derive the Floquet—Green operator formalism and establish a connection
between the poles of this operator and the quasi-energies and components of the Floquet
eigenstates. In section 3, we apply this formalism to the specific case of the HDTLS. There,
we obtain an expression for the quasi-energies which makes use of continued fractions. We
also derive the Floquet eigenstates of the system and study their dependence on the amplitude
of the driving field for different values of the two-level energy difference. The time-evolution
operator is then constructed using these eigenstates. We devote section 4 to the study of DL,
and in section 5 we derive some expressions for HHG in this system. Finally, in section 6, we
summarize our findings and give some concluding remarks.

2. Floquet—-Green operator for harmonic driving

The pioneering work of Shirley [9], Zel’dovich [23] and Sambe [24] laid down the
theoretical foundations for a complete treatment of time-periodic potentials, based on the
same mathematical tools already developed for time-independent potentials. Of significant
importance among these tools is the Green function, whose definition and application for
time-periodic systems have not been clear until recently. A Floquet—Green function method
for the solution of radiative electron scattering in a strong laser field was introduced by Faisal
[25]. In this section, we develop the complete Floquet—Green operator formalism for general
harmonically driven Hamiltonians that was introduced by the author in a previous work [26].
We start by considering a general Hamiltonian of the general form

H(t) = Hy+ 2V cos(wt), (D

where Hj and V are Hermitian operators in the Hilbert space (7{) of the system. Because of the
periodicity of the Hamiltonian, according to Floquet’s theorem, the solutions to Schrodinger’s
equation ih%hll(t)) = H(x,t)|¥(¢)) are of the form

V(1)) = e /Mg (1)), 2)
where |¢¢(1)) = |¢°(t + Z)).

Inserting this into Schrédinger’s equation, one arrives at the eigenvalue equation

HY (1)|g° (1)) = el¢* (1)), 3)
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where HF (t) is defined as
.0
Hft)=H(t) - ih—. 4)

As pointed out by Sambe [24], since equation (3) is an eigenvalue equation, it can be
solved using the standard techniques developed for time-independent Hamiltonians, provided
we extend the Hilbert space to include the space of time-periodic functions. In this extended
space, the time parameter can be treated as another degree of freedom of the system. A similar
concept is used in classical mechanics and gives rise to the concept of a ‘half’ degree of
freedom when dealing with time-dependent Hamiltonians.

A suitable basis for this extended Hilbert space (R) is {|a) ® |n), ...}, where {|&), ...}
is a basis for the Hilbert space H of the system, and we define (t|n) = e~"*!, with n integer.
Clearly {|n}, ...} spans the vector space (7") of periodic functions, and therefore R = H Q) 7.
In this basis, equation (3) becomes a matrix eigenvalue equation of infinite dimension with
an infinite number of eigenvalues. It is not difficult to prove that if ¢; is an eigenvalue, with
corresponding eigenvector |¢% (¢)), then e; +m is also an eigenvalue (all quantities are assumed
to be in units of w), with corresponding eigenvector |¢*™ (1)) = el | e (1)). Accordingly,
the eigenstate corresponding to eigenvalue e; + m has the same structure as the eigenstate
corresponding to ¢;, except that it is displaced by m on the energy axis. Because of this, to find
all the eigenvectors and eigenvalues of the Floquet Hamiltonian one needs only to consider
—% <e< % We will use the symbol ¢ to refer to the Floquet eigenvalues restricted to this
interval and call them ‘quasi-energies’. Clearly, any Floquet eigenvalue e; can be written as
e; = & + p for some —% <ég < % and some integer p. It can be shown that, in general, there
are N distinct quasi-energies (except for accidental degeneracies) if the Hilbert space H is N
dimensional.

This periodic structure in the eigenvalues does not mean that the ‘replica’ eigenstates have
no relevance; they are also valid solutions of equation (3) and are essential for completeness
in the extended Hilbert space R [27]. They also allow us to understand some features of the
quasi-energies of the system in terms of avoided crossings between ‘replica’ eigenstates.

The Floquet—Green operator for the Floquet Hamiltonian in equation (3) is defined by the
equation (see [26])

[LE — HF ()IG(E, ', 1) = 18.(t' — 1), (5)

where &, (¢) is the T-periodic delta function (‘L’ = 2—”)

=)

In terms of the complete (infinite) set {|¢ (¢))} of eigenfunctions of the Floquet
Hamiltonian (equation (4)), the solution for equation (5) is

lg® (1)) (9% (1)
G(E,t /, t"y = _—.
( ) Z e

From the previous discussion about the eigenvalues and eigenfunctions of the Floquet
Hamiltonian, we can write the Floquet—Green operator entirely in terms of the eigenfunctions
corresponding to values e; between —% and % We will denote these eigenvalues as €,,. Using
this, the Floquet—Green operator can be written as

(6)

. L &y t/ &y t//
g(E-7 t/, t//) — Zzelpw(z —t )|¢ ( )><¢ ( )| i (7)
5 E—¢, —p
where y =1, ..., N for H being N dimensional and p = —o0, ..., co.

Operating on both sides of this equation with le fof fof e e=iner” 4t dt’ | we obtain

1 &, &y
Gun(E) = Z m|¢M+P>(¢n+p

4

) (®)
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where
1 T T . , . ”
gm,n(E) = _Zf f eimot’ o—inwt G(E, t/, t”) dt” dt’
= Jo Jo
and
| Y
M)fnv) — _/ eimot |¢F(I/)> dr'. 9)
T Jo
Form =n =0,
1 & &
Ey=) —————|9, )¢y |- 10
Go,0(E) VZP: E—e —p 2% )<¢p (10)

This last equation shows us the relationship between the residue of the operator Gy o(E)
at the pole €, + p and the Fourier component ‘qbf,") of the Floquet eigenstate |¢°r (¢)). Note
that ¢ (1)) = Y » e ipet |¢;’). From this we conclude that, corresponding to each pole at
E = &, + p of the Floquet—Green operator Goo(E), there is an oscillating term of the form
e P9 in the Floquet eigenstate specified by the quasi-energy &y

Let us go back to the task of finding an explicit solution to the Floquet—Green operator in
equation (5). Applying le fof for e’ e=in!" 4t dt’ on both sides of this equation and using
equation (4) together with the above definitions, we get

[]I(E + m) - H()]gm,n - V(gm+l,n + gm—l,n) = 18m,n~ (11)

The explicit solution of this equation, in terms of matrix continued fractions, was derived
in [26]. The resulting expression for the operator Gy o(E) is

Goo(E) = (1E — Hy — Ver(E)) ™", (12)
where
Veit (E) = Vg(E) + Vg (E),
with
" 1
Vg(E) =V i V. (13)
I(E£1)—Hy—V |4

1
WE+2)—Hy— V-V

A related method for the solution of equation (11) was used in [28].

The convergence of matrix continued fractions is a difficult mathematical subject which
is still under development. Regarding this issue, we can mention that convergence has always
been achieved in all our numerical calculations, and that, for each specific type of system,
the number of terms needed to assure the convergence of the matrix continued fractions in
equation (13) is a particular function of the strength V of the driving field. For some systems
we found this dependence to be linear (e.g. HDTLS), for others it is approximately quadratic
(e.g. scattering by an oscillating §-function potential [29]).

We will now specialize these results for the case of a two-state system driven by a classical
single-frequency potential.

3. Harmonically driven two-level system

In this section, we apply the formalism previously presented to the case of a driven two-level
system of the form

H= %oz +2v cos(wt)oy, (14)
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where H, &y and v are given in units of iw. In the context of an electron interacting with
an electric field, the amplitude 2v corresponds to the (static) dipole moment of the electron
times the applied electric field, i.e. 2v = pwEy/hw (the factor of 2 has been introduced for
convenience), and the classical electric field is of the form E(t) = Egcos(wt). In a double
quantum-dot realization of this Hamiltonian, the non-driven part, 2., describes the tunnelling
between the states localized on each dot, {|1), |2)}. This tunnelling gives rise to a splitting
of hwy = @ohw between the energy levels —F%, +f%, whose corresponding eigenstates we
denote by {|a), |b)}, and where |b) = LZ(|1) +12)) and |a) = %(H) —|2)). The Hamiltonian
in equation (14) is written in the basis {|a), |b)}. For an atomic system, %az describes two
bound states of the atomic (or molecular) potential, or, in the context of ionizing systems,
it could also be thought of as describing a bound state and the continuum [30, 31]. An
electron moving in a Fabry—Pérot cavity [6] or a 1/2 spin system with an applied magnetic
and microwave field [10—12] are also examples of systems where this model has been used.

We emphasize here that, even though this system has been studied many times in
the past, both numerically and analytically, most of the analytic results have been derived
using approximations that are valid in a certain range of parameters in which the particular
perturbative approach used works. In this work, we will derive new exact analytical expressions
for the quasi-energies and Floquet eigenstates of the system, which we will use to study DL
and HHG in this system.

Our approach will make use of continued fractions, which have been used before to study
this system, especially in the context of spin 1/2 systems in a magnetic and a rf field, starting
with the seminal work of Autler and Townes [8]. Also, in a previous treatment of this problem,
the time-dependent Green function and continued fractions were used, although outside of the
frame of the Floquet formalism [32].

To find the exact solution to this Hamiltonian we need to evaluate equations (12) and (13),
for the case V = vo, and Hy = %*0. It can be checked easily that, given the off-diagonal form
of V and the diagonal form of H,, the matrices Vejf[f(E ) are diagonal. Its diagonal components
will be denoted, respectively, by {v;t(E ), v;t (E) } The dynamic effective potential Vi (E) is
therefore also diagonal and of the form

vI(E)+v, (E) 0
Ey=|"* a . 1
Vetr (E) |: 0 vt (E) + vy (E) (15)
The v;‘r/b functions are given by the following coupled recursive relations:
2 2
+ v + v
v (E) = - , v, (E) = - . 16
a (E) E+1-2 fExD) b (E) E+1+%2 oFE+1) (16)
Replacing v* into vlf (and vice versa), we obtain the decoupled recursive relations
2
v
vy (E) = R - ,
wo v
E+1l—-—— =
wo +
E:|:2+7 — v, (E +2)
, (17)
4 v
Uh (E) = ~ 2
[O) v
EX1+— — ~
w( +
E+2-— > — v, (E£2)
From equation (12), the solution for Gy ¢(E) is also a diagonal matrix of the form
g(E) 0
E) = , 18
Go(E) [ 0 o) (1)
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with
1
§4(E) = —— ,
0 _
E + ? — U;(E) -V, (E)

1

19)

§"(E) = ——= :
0 + _
E — > — v, (E) — v, (E)

For this system, the minimum number of steps (#1) necessary to obtain convergence of
the continued fractions in equation (17) was found to obey m = 2v + 2.

It can easily be seen from equation (17) that this system possesses the symmetry
v;t(—E) = —v;f (E), which from equation (19) gives us g,(—E) = —g;,(E). This means that
to find the two quasi-energies of the system one only has to look for a pole in either g,(E) or
g»(E) in the range —0.5 < E < 0.5; the other pole is symmetrically located on the opposite
side of the (quasi) energy axis.

3.1. Poles of Go.o(E) and the quasi-energies of the system

As discussed before, the quasi-energies of the system can be obtained from the poles in g, (E)
and g,(E). We showed that it is sufficient to study the poles in only one of these functions
since for any pole in g,(E) at E = E* there is a corresponding pole in g,(E) at E = —E*.
This implies the existence of two quasi-energies in the system, e, —¢. The quasi-energy ¢

can be obtained from the solution to g,(E)~! = 0 in the interval —0.5 < E < 0.5. From
equations (17) and (19), the poles of g,(E) satisfy the equation
) )
s = 7 + 7 ,
@y — 8 —1+day—
0 1)2 0 U2
5+2— 7 §—2— =
8+3+do — > 8—3+dy— -
v v
§+4— — §—4——
(20)

where § = E — 2. The quasi-energy is obtained as ¢ = (2 +§) mod 1.

In figure 1, we show one of the quasi-energies of the system, for different values of @y.
These functions are plotted as a function of the driving strength v. We have included the
resonant case @y = 1 and several values in the high-frequency regime where @y < 1. In the
limit where @y < max(1, /v), we have (v) ~ %JO (4v). This result was first obtained by
Shirley [9]. It is precisely in this regime where it was shown [21, 22] that DL appears as a
dominant feature. As @, decreases, we observe a very quick convergence to the approximate
result e(v) ~ %Jo (4v). Already for @y = 0.25, the difference between the exact result for
&(v) and the approximation cannot be observed at the scale of the graph. For @y = 0.1, we
plotted both &(v) and —e&(v) to make the location of the zeros of Jy(4v) more visible. As
we can also see in figure 2, increasing @ always displaces the zeros of ¢(v) towards smaller
values. This behaviour was also observed by Villas-Bdas et al [33] in the case of a double
quantum well with an intense ac electric field and an applied magnetic field. Note also that,
as it is easy to derive analytically, the only case where the initial slope of the quasi-energy is
not zero is the resonant case.

In figure 2, we show the quasi-energy as a function of the driving strength v, for low
frequencies, where @y > 1. The resonant case is included for comparison. Also, the dotted
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Figure 1. Quasi-energy as a function of driving amplitude (v), for different values of
@p = wo/w < 1 (high frequencies).

m0=1 S50

0)0=2.0u)

m0=2.5m

0, = 3.00

Figure 2. Quasi-energy as a function of driving amplitude, for different values of @y > 1 (low
frequencies). The functions +0.05Jy(4v) are plotted with dotted lines for comparison.

line shows the functions £0.05Jy(4v) in order to indicate the location of the zeros of this
Bessel function. For lower frequencies (increasing @), the amplitude and sharpness of the
oscillations around ¢ = 0 increase, the location of the zeros shifts to the left and the parabola
that describes (except in the resonant case) the initial behaviour of the curve opens up. For
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@y 2 2, one can get from equation (20) that the initial behaviour of the quasi-energy is
parabolic and has the form

2@

S(v) &~ V2. 21

~2
gy — 1

This remains a good approximation for all values of v until §(v) ~ % and provided € (v)
does not reach the edges of the Brillouin zone (—0.5, 0.5) before that. If it does so, then
the quasi-energy experiences an avoided crossing, whose sharpness is proportional to @y and

decreases with the value of v at which the anti-crossing occurs.

3.2. Components of the Floquet eigenstates

In the previous subsection, we showed how to obtain the diagonal part of the Floquet—Green
operator and discussed its poles, from which the quasi-energies of the system can be obtained.
In this part, we study the Floquet eigenstates and their general behaviour as the amplitude
of the driving field changes. In the appendix, we show that they can be written in the
form

¢~ (1)) = K(t)|a) + Z(1)|b)
and

| (1)) = —Z(t)"|a) + K(1)*|D), (22)
with

K(t)=N [ > eZi"w’Kz,x—e)} ,

n=—00

Z(t) — N |: Z ei(znl)(utzzr’_l(_s)} i

n=—0o0

(23)

N is a normalization constant and |K (£)|?> + |Z(?)|> = 1. In equation (A.10) of the appendix,
we also show the explicit form of the components K»,, Z,,.1. It can be seen there that all
components K, and Z,,_ are real, and therefore K (0) and Z(0) are real numbers.

In figure 3, we show the components of one of the Floquet eigenstates of the system,
|¢®(2)), for the resonant case and for eight different values of the driving field amplitude. In
the upper figure of each panel, we show the quantities Z,,, K,, (with n odd for Z,, and n even
for K,), and in the lower panels we show the quantities In|Z,|, In| K}, |.

A notable qualitative difference between the behaviour of Z,,_; and K, is the fact that
for stronger values of v, the former becomes more antisymmetric while the last one becomes
more symmetrical around n = 0. We will comment shortly about the consequence that this
has for the dynamic localization of the system. The fact that the eigenstates of the system
have components that are harmonics of the driving field frequency w, translates, as we will
study in the next section, into a (coherent) emission spectrum of the system which contains
also many frequencies. The possibility of exciting a system at a particular frequency with a
strong field and producing radiation that includes frequencies much higher than the driving
frequency (in some cases hundreds of times bigger) is called high-order harmonic generation
(HHG) and has been studied in many experiments [1]. HHG of a driven two-level system has
been studied in the past and it has been shown [15, 20, 30, 34—37] that there is a plateau in the
spectrum followed by a sharp cut-off after which the amplitudes of the harmonics decrease
exponentially. In the section dedicated to HHG, we will provide new results regarding this
phenomenon in HDTLS.



9988 D F Martinez

K, 1 05 E
.
z B 0.5 N ’ rf\
— e— n . / -
Ny 05 ' / / /‘f/
0.5 I\ / / N_ﬂ / W/ ]
/ /\\ \ 0 s / o =, /T /
/ \ o= t . RV
/ \ \ PR,
0 /J \ v
-0.5 -0.5 -0.5
-10 0 10 ~10 0 1 -10 0 10 ) o 10
v=0.1 v=0.5 v=1.0 v=2.0
_10° 10° 10° 10°
=
107° 107° 1072 1072

InK |,In|Z
n

10
20 -20 -10

©
o
-
o

—20 -5 0 5 20 -20 -7 0 7 20 -20 -9 0 20

Figure 3. Components of the Floquet eigenstates for @y = 1 and for eight different values of
the driving amplitude. The logarithmic plots show the ‘plateau’ structure of these eigenstates,
which gives rise to the well-known plateau studied in HHG. The cut-off location (N,) follows the
approximate rule N, = 2v — 1.

As one can see directly from figure 3, in most of the cases shown, the Floquet eigenstates
show a particular structure with two clearly distinguishable regions. The first region which,
in a non-rigorous way, we call the ‘irregular’ one can be described as corresponding to the
Floquet components with [n| < N, = 2v — 1 (in the resonant case this is valid if v > 1). The
amplitude of these Floquet components depends strongly on #n and v, and there are frequent
sign changes. This gives rise to the ‘plateau’ region typical in HHG. The second region, or
the ‘regular’ one, corresponds to the components with |n| > N,, and it is characterized by
having amplitudes that decay exponentially with n. Also note that the components K, and Z,
do not change sign in that region, with K,, > 0 and sg(Z,,—) = sg(n) (sg(x) = x/|x|). For
other values of @, a plateau region was always found whenever v 2> /@o (for @y > 1), in
agreement with a similar expression obtained by Kaplan [30] in the limit @y > 1. For @y < 1,
the plateau forms for any v 2> 1.

A practical comment, derived from the above results, is that the infinite sums in
equations (23) can be replaced by finite sums with upper and lower limits given by £4v.
This gives a total number of Floquet components for each eigenstate of the order of 8v. This
clearly means that, if one were to use the Floquet Hamiltonian matrix defined in equation (4)
to directly compute the Floquet eigenstates, the minimum required size for that matrix would
be (16v) x (16v). From this result it could be argued, from a numerical point of view, that
our method should be numerically superior to the diagonalization of the Floquet Hamiltonian
(diagonalization is a time-consuming matrix operation). These considerations are, however,
of no practical importance in the present case since for a system as simple as the HDTLS,
there are no computational difficulties when using any method for any realistic value of the
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driving potential (in fact, numerical integration of Schrodinger’s equation is probably the
fastest method). The importance of our approach is determined by the fact that it provides
us with analytical expressions from which a deeper understanding of the dynamics can be
obtained.

The expression N, = 2v — 1, as we will see later, would give a cut-off in the HHG plateau
at Ny = 2N, = 4v — 2, which differs by two harmonics with the standard result N, = 4v
found in the previous work [20]. The difference is not significant since our ‘cut-oft” refers
to the position of the harmonic after which there is a monotonic decrease in the strength of
the harmonics, whereas in [20] the cut-off refers to the location of the last harmonic with a
significant amplitude. Clearly, this last location should be a few harmonics higher than our
value.

We now provide a simple derivation of our result, by first looking at the conditions to obtain
for n > 0 a perfectly flat, triple plateau in the components of the Floquet eigenstates. This
means that we will assume K,.» = Z,+; = K, (which gives three consecutive components
with the same amplitude), for some n even. This condition can be achieved if, from
equation (A.10), v} (e +n) = vj (¢ + n + 1) = v. From equation (16) we get the condition

n=2v—1+@—8.
2

If instead, we had chosen the triple plateau to be of the form Z,., = K,+1 = Z, (for n odd),
then the equation for » would be
n=2v—1-— o _ €.
2
If we now apply the same reasoning for a triple cusp to occur in the negative energy components,
beginning at the component —n, we get the conditions (for » odd and even, respectively)

o o
=2v—1+—+¢, =2v—1——+e¢.
" 2 " 2

Clearly, since in general these four equations cannot be (nor we care for them to be) satisfied
simultaneously, we instead look for a condition that will produce a simple (possibly) double
cusp, both at N, and —N,. This would describe the location of the two broad peaks that are,
in all cases, at the limit between the ‘irregular’ and the ‘regular’ region. For obtaining this
symmetric flat cusp condition, we pick the equation that is right in the middle of the set of
four equations given above. This equation is clearly

N, =2v—1, (24)

with the nice property that the ¢ and the &y dependence drops out. This is a result that should
work well whenever there is a well-defined ‘plateau’ region, that is, for v > /@y when
@p = 1,orv > 1 when @y < 1. As can be seen in figure 3, for @y = 1 and v > 1, this
equation seems to describe well the location of the peaks in the spectrum of an eigenstate that
separate the plateau from the exponential decay region. For other values of @y, it also gives
good agreement with the data.

To investigate further the structure of the Floquet eigenstates of this system, we use
equation (22), and evaluate at r = 0,

|¢p~¢(0)) = cosf|a) +sinb|b),
|¢°(0)) = —sinf|a) + cosO|b),

where, using K (0)? + Z(0)> = 1, we have defined the angle 6 so that K(0) = cos@ and
Z(0) = siné.

(25)
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Figure 4. The upper panel shows the functions cosZ(9(v)) and sin(6 (v)), for @y = 0.5. Att =0,
one of the Floquet eigenstates is given by |¢~¢(0)) = cos8(v)|a) + sin6(v)|b). The lower panel
shows the functions 6 (v) (solid line) and e(v) (dashed line). The dash-dotted line corresponds to
the Struve function @q % Hy(4v). Points A, B, C and D correspond to the values of v for which DL
occurs.

We now concentrate on the study of the quantities cos8(v), sinf(v), 8(v), which, as
we will see in the next sections, play an important part in the evolution of the system, and
correspondingly in the dynamical localization and harmonic generation of the system. In the
following, we will study them for two different values of the parameter @y: driving frequency
above resonance, for @y = 0.5, and driving frequency below resonance, for @y = 2.

In figures 4 and 5, we show the results for @y = 0.5 and @y = 2.0, respectively. The upper
panels show the dependence of the functions cos?(6(v)) and sin?(6(v)), and the lower panels
the functions 6 (v) and e(v). As a function of the driving field amplitude v, these functions
show an oscillatory behaviour, which can be better appreciated in the lower panels, where
the function 6(v) is plotted alongside with e(v). An interesting feature of these functions
is the fact that in general, and to a good approximation, there seems to be a phase shift of
~m /2 between £(v) and 6 (v), which corresponds to a distance of Av =~ 0.4 between their
maxima. This means that to (almost) every maxima of 8(v) corresponds a zero of e(v) (the
DL points) and vice versa, with the only exceptions occurring at the first maxima or the first
zero of these functions. Note also that 6 (v) does not oscillate symmetrically around zero, with
the clear consequence that the peaks in the functions cos?(8(v)) and sin?(#(v)) have uneven
heights, with alternating high and low peaks, although with an overall decrease in height. This
alternating pattern of maxima seems to be a general feature of the system, which we have
found for all the values of @, that we examined.

The DL regime, which can be characterized by the parameter o’ = @ min(1, 1/4/v) < 1,
has been studied in several works. In this regime, the eigenstates of the system [15, 21] were
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Figure 5. Same as in figure 4. Low-frequency case, @y = 2.

found to be, at ¢ = 0, of the form

165 (0)) = |a) +@0§Ho<4v>|b>,

- (26)
l9p°(0)) = —@OZH0(4U)|61) +1D),
where Hy(4v) is the Struve function [38] defined as
4 = J2n+l (41))
Hy(4v) = — _ 27
o) = 2> S o

n=0

In the lower panels in figures 4 and 5, we have plotted using a dash-dotted line the
function d)o%Ho (4v). As it was expected, since in the DL regime sinf < 1, then sinf ~ 6,
and therefore 6 (v) — @7 Ho(4v). The convergence of 6 (v) to the Struve function is clearly
slower for bigger values of @y. It is however rather remarkable that this function seems to
approximate well the function 6 (v) much before the DL regime (¢’ <« 1) is reached. For
@o = 0.5 and v = 1, which gives &’ = 0.5 < 1, we already see a good agreement between
those two functions. One can also see from figures 4 and 5 that the Struve function, even in
the low-frequency case (@) = 2), correctly gives the height of the maxima in 6 (v), with the
difference between those two functions being mostly a phase difference that tends to zero as
v — 0o. From the asymptotic form of the Struve function in the limit v — oo, we obtain

[ 1
0(v) ~ d)oz ——sin(4v — 7 /4) ~ a sin(4v — 7 /4) for v — oo, (28)
4V 2mv

where we defined @ = /7 /32’ = 4/71/32\’1}—%, for v > 1. From now on we call « the ‘DL
parameter’. Equation (28) establishes a nice connection between the DL parameter and the
amplitude of the oscillations in the function 0 (v).
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3.3. Time-evolution operator

To find out the time evolution of an initial state of the form |a) or |b), we can use the eigenstates
at time ¢ = 0, as given by equation (25). From that equation we can express |a) and |b) in the
form

la) = cos 8¢~ (0)) — sinO[¢®(0)),
b) = sin B¢ (0)) + cos O]¢*° (0)).

From these, it is now straightforward to construct two orthogonal solutions to Schrodinger’s
equation which, at t = 0, correspond to each one of the eigenstates of Hy:

la(t)) = €' cosO|¢ (1)) — e sin0|¢* (1))

(29)

and

1b(1)) = e sinB|p 4 (1)) + e cos O|¢* (1)), (30)
where |a(0)) = |a) and |b(0)) = |b). Using equation (22) into above expressions, we get
la(t)) = [cos OK (1) e +sin0Z* (1) e ' ]|a) + [cos O Z (1) & — sinO K*(¢) e *"]|b)
and
|b(1)) = [sinOK (1) &' — cos O Z* (1) e ||a) + [sinOZ (1) e + cosOK*(t) e ' ]|b).  (31)

The time-evolution operator for this system, which is defined by the equation |W(¢)) =
U(t, 0)||¥(0)), can be extracted, in the basis {|a), |b)}, directly from the above expressions

_ Uqa(F) —I/lza(l‘)
Uab(t, O) == I:I/lba ([) uZa(t) } , (32)
where
Uaq(t) = cosOK (1) &' +sin0Z*(t) e,
(33)

Upa (1) = cosOZ(1) e — sinOK*(r) e .

The subindex ab in U, is there to remind us of the basis used to represent the time-evolution
operator.

Another way to arrive at the same result is by making use of the general expression
(equation (27) in [39])

U(t,0) = &) e M a71(0), (34)
where the columns of the Floquet matrix ®(#) are the components of the Floquet eigenstates
of the system and A is a diagonal matrix whose components are the quasi-energies. For our
system, from equation (22), the Floquet matrix is

K@) —Z*(t)]

Z(t) K*(@) (33)

(1) =[

and A = —¢o,.

4. Dynamic localization

It is interesting to study the situation where the system’s initial state is a superposition of the
eigenstates of Hy. In particular, and in the context of quantum wells, a particularly interesting
initial state is one in which the electron is localized in one of the wells. Such an initial state
corresponds to |W(0)) = |1) = \%(m) +|b)) or |[W(0)) = |2) = JLE(|a> — |b)). In this
case, we are interested in calculating the probability to find the system at that same location
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after a time 7. The solution can be found by applying the transformation V = «/Li(aZ +0y),
which corresponds to the change of basis {|a), |b)} — {|1), |2)}, to the evolution matrix in
equation (32). The resulting matrix, U, = VU, V=1, can be written as

_un @) —”31(0]
Up(t,0) = [u21(t) ui () |’ o
with
un = Re(uw,) + ilm(uba)’ (37)

Uz = Re(”ba) - iIm(uaa)'

It is a well-known fact that DL occurs only at the points where the quasi-energies vanish,
i.e. e(v) = 0 (we will refer to these particular values of the amplitude v as the DL points).
At these particular values of driving field amplitude v, as it can be seen from equations (32)
and (33), the dynamics of the system becomes strictly periodic, with period 27 /w, for any
initial condition. The points where sinf(v) = 0 also produce a periodic evolution of the
system (except for an overall time-dependent phase factor), but only for the particular initial
conditions |¥(0)) = |a) or |[¥(0)) = |b).

To study the system at the DL points, we will look at the quantity |u;;(1)|?, which gives
the probability that the system, if localized in a well (e.g. |1)) at time ¢t = 0, would remain in
that well at a later time 7. For ¢(v) = 0 and from equations (33) and (37), we get

up1(t) = cosO[Re(K (t)) +iIm(Z(z))] + sinO[Re(Z(¢)) +iIm(K (¢))], at DL points.
(38)

Since this probability is periodic, u11(0) = u;,1(27/w) = 1, it is interesting to see what is
the value of this function half-way through a cycle of the field, that is, for ot = 7. From
equation (A.9) we can deduce that K (7/w) = K(0) = cosf and Z(w/w) = —Z(0) = —sinb.
Using this, we get from the above equation

up1(mw/w) = cos 6% — sinf? = cos(26), at DL points. 39)

We will show in the following figures that the function cos(26) plays an important role in
quantifying the localization of the system at the DL points.

In the lower panels of figures 4 and 5, we have placed dots on the quasi-energy functions
&(v), at different values of v. In the upper panels in figures 6 and 7, we show, for each one
of those points, the corresponding probability |u (?) |2, as given by equations (33) and (37).
This probability gives the location of the particle, as a function of time, when starting from
the initial state |1). In figure 6, we study the case @y = 0.5. In this plot, one can see that the
probability evolves in a manner that is similar to the high-frequency regime which has been
studied in the literature. The function can be described as being of the form cos(et) + small
time-periodic oscillations. Clearly, at the DL points (A, B, C, D), when ¢ = 0, the probability
is exactly periodic (period 27 /w) and oscillates between 1 and a value that depends on the
driving field amplitude v and @,. As derived before, in the middle of the driving period, the
probability |u; 1]|* = cos?(20 (v)).

Given the correspondence between the maxima of 6(v) and the zeros of e(v), we can
conclude that the minima of the function cos?(28(v)) tell us the value of the probability
luy1(t)|? half-way through the driving field period (t = 7/w), at the corresponding DL point
(with the exception of point A). This value of |u1,1(t)|2 is very important because it gives
us information about the extent to which the particle is localized when the DL points are
reached. As we can see in the lower panels of figures 6 and 7, when the function |u 1 (¢)|?
has a local minimum at t = 7/w, then cos?(26(v)) is close to the absolute minimum value
that |u; ;(¢)|*> reaches throughout a whole period, P, = min(|u; (¢)|?). It is therefore an
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Figure 6. The probability to remain in the initial state |1) as a function of time (r = wt), for
nine different values of the driving amplitude and for @y = 0.5. The lower panels show that the
function cos? (26(v)), at the DL points (A, B, C, D), gives a good approximation to the amount
of localization P; in this system. P, = min(Ju;;(z)[?). In the lower-left panel, the function
cos2(2ay % Hy(4v)) is shown with a dash-dotted line for comparison.

important number for describing the amount of localization in the system. When the function
g1 ()|? has a local maximum at t = 7 /w, then cos2(26(v)) is still equal to that value but
this is not necessarily close to P; (especially when we are far from the DL regime). This is
the case at points B and D in those figures. Surprisingly, however, P;, for cases B and D, is
given, to a good approximation, by the value of the function cos?(26(v)) at the minima that
corresponds to the next DL point. We do not know why this should be so but it was found to
be the case in all the cases that we examined. According to this, the DL points can be grouped
in pairs, with (B, C) having a similar amount of localization, given by cos2(20(v.)), points
(D, E) with a localization given by cos?(20 (vg)), and so on. It is therefore the deeper minima
in cos?(26 (v)) that give us directly the amount of localization in the system.

An interesting question to ask, because of practical applications, is whether there is a
simple relationship between the amount of localization P;, @y and v. In other words, given
a particular amount of localization P, and a given &g, what is the required driving field
amplitude for the system to achieve such level of localization? To answer this question in the
DL regime (where we expect a high level of localization, P; < 1), one can use equation (28) to
derive an approximate relationship between P, @y and v. At the maxima of 6(v) (DL points),

6(v) ~ o, which gives P, = cos?(20) ~ 1 —46%> =1 — %‘%‘%, from which one finally gets

~2
Ty
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Figure 7. As in figure 6. Low-frequency case, @y = 2.

A remarkable feature of this simple equation, which has been derived assuming
v > 1,0 <« 1, is that it already gives good results even for a localization as low as P, = 0.5,
with the accuracy improving further for higher values of P,. For P, = 0.5 the result is
v~ 0.786)5, for P, = 0.9 one obtains v ~ 4&)% and for P, = 0.99 it gives v ~ 405)(2). It is
interesting to compare equation (40) with the results obtained for the localization of a two-level
system driven by a square wave [40].

5. High-order harmonic generation

A two-level model can be an accurate representation of the dynamics in an atom in a laser
field, provided that all other atomic levels are weakly coupled to the radiation and do not affect
the dynamics significantly. In very strong fields, this is likely not to be the case; however, the
HDTLS is an important idealization which helps understand basic concepts and phenomena
present in more complicate systems. In this section, we will use our previous results and derive
an exact and previously unknown expression for the expected value of the dipole moment of
this system, in which there is an explicit dependence on the initial state and on the other
parameters of the problem.

The expected value of the dipole moment of the system can be calculated from the
expression

{d(n)) = (WO|X[W () = n(W(0)|ox (1)[¥(0)), (41)

where

Ox (t) = Uab (I)To'x Uab (f), (42)
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and using equations (32), we get
Re[ug, (Dupa ()] [u3, () — uj, (r)]*]

g, (1) —up, (1) —Ref[uf, (Dupa (D]
For a general initial condition of the form |W(0)) = c,|a) + ¢,|b), we get
(d(®)/n = Relug, (Dupa(O)(cal® = lep]?) +2Re[cacy (g, (1) — uj, ()]. (44)
If we now define the following time-periodic functions:

R(t) =Re(K(t))Re(Z(t)) + Im(K (t)) Im(Z(¢)) (odd harmonics),

Q) =Re(K (1)) Im(K (¢)) — Re(Z(t)) Im(Z(t)) (even harmonics), (45)

P(t) = Im(K ())* +Re(Z(1))? (even harmonics),

ox (1) = [ (43)

then, using this, and plugging equations (33) into equation (44), we obtain (after some lengthy
algebra) the final expression

(d(t)) /e = [—sin(20) cos(2€t) + 2 cos(20) R(t) + 2 sin(260) sin(2et) Q(¢)
+25in(20) cos(2et) P(1)](|ca|* — |cp]?)
+ [cos(260) cos(2et) + 2 sin(20) R(t) — 2 cos(260) sin(2et) Q(1)
—2c0s(260) cos(2¢t) P (1)1 Re(2c,c})

+[—sin(2et) — 2 cos(2et) Q(1) + 2sin(2et) P (1)1 Im(2c,c}). (46)
The quantities 9, €, P(t), Q(t), R(t) depend on v, even though we do not explicitly indicate
so in this notation. Following the terminology in [15], we will refer to the case |c,| = 1 or

lcp| = 1 (and therefore c,c; = 0) as the ‘optical’ initial condition (OIC), to the case ¢, = *c¢p,
as the ‘tunnelling’ initial condition (TIC) and to the case ¢, = =ic; as the ‘complex tunnelling’
initial condition (CTIN).

From the expectation value of the dipole moment, one can obtain the (coherent) emission
spectrum of the system from the expression |d ()P = |% ft:’” dr e (d (1)) ‘2.

Equation (46) deserves many comments. Note that, in general, there is low-frequency
generation, with frequency 2¢ for all initial conditions. Only at some particular driving
amplitudes this cannot happen: for OIC the low-frequency component can be suppressed when
sin(260) = 0; for TIC only when cos(20) = 0. There is always low-frequency generation at
any driving amplitude for CTIC. There is odd-harmonics generation at frequencies (2n — 1)w
due to the terms with R(#). These harmonics are generated except when cos(20) = 0 for
OIC and except when sin(26) = 0 for TIC. Interestingly enough, CTIN cannot generate odd
harmonics. Hyper-Raman lines occur at frequencies 2nw =+ 2¢ and are due to the presence of
terms sin(2e¢) Q(¢), cos(2et) Q(¢), sin(2et) P(¢t) or cos(2et) P(¢). They are generated except
when sin 26 (v) = 0 for OIC and except when cos 20 (v) = 0 for TIC. They are always present
for CTIC.

The presence of odd harmonics and hyper-Raman lines in the dipole expression for
the HDTLS is interesting. For a general driven Hamiltonian that possesses the dynamical
symmetry H (x, t) = H(—x, t + T/2), it has been proven non-perturbatively [41] that the HHG
from a Floquet eigenstate consists of only odd harmonics. Our Hamiltonian, equation (14),
is certainly of this kind since the quantum operator that corresponds to x is o, and therefore, if
oy = —oyandt — t+ t/2, the Hamiltonian in equation (14) remains the same. According to
this, a good check for our result can be done by replacing in equation (46) the initial condition
cq = cos B, ¢, = sin 6 which corresponds to the initial state being already a Floquet eigenstate
(see equation (25)). After doing that, one obtains (d(¢))/u = 2R(t), which means that this
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state only generates odd harmonics, in agreement with the dynamical symmetry arguments
developed in the above citation.

The fact that in all HHG experiments using gases (the atomic potential with the laser
interaction possesses dynamical symmetry) only odd harmonics are found, shows that only
one Floquet eigenstate is excited by the laser pulse, a situation that would be typical for most
pulses where the envelope is smooth enough and the OIC applies. As our result (46) shows, for
OIC and even when the system has dynamical symmetry (like our HDTLYS)), it is still possible
to generate both hyper-Raman frequencies and odd harmonics when the pulse envelope is not
smooth. This is the case in our calculation where we have assumed instantaneous turn-on of
the driving field. Hyper-Raman lines have also been found in numerical calculations for a
double quantum well [42].

Our above result shows that the kind of harmonic present in the spectrum (low frequency,
odd harmonics and hyper-Raman lines) is dependent on the initial condition, the two-level
energy spacing, the frequency and the driving field amplitude. In addition to this, and in the
case of abrupt turn-on, the phase of the driving field should also be important. In this work,
we have chosen a driving field of the form cos(wt); for the case sin(wt) with abrupt turn-on,
see [35] where it was also found that the initial state of the system affects the generation of
odd harmonics and hyper-Raman frequencies.

It is interesting to check our results for the time-dependent dipole moment of the system
in the DL regime. As we showed before, in the limit of perfect DL, where v — o0 or
@y — 0, one gets & = 0, K(t) becomes pure real, Z(¢) becomes pure imaginary, and
therefore R(t) = Q(t) = P(t) = 0. The result for the dipole moment is therefore

(d())/ 1 = cos(2et) Re(2c,cy) — sin(Rer) Im(2¢,4¢)) = 2|cqcp| cos(et +y), ()

with y being the phase difference between c, and c;,. This is the zeroth-order expression in
the first-order perturbative results obtained by Delgado and Gomez Llorente [22]. Clearly, in
this limit there is no HHG. From this it is clear that in the case of a driven two-level system,
DL and HHG are at odds; the greater the localization, the smaller the HHG. As one increases
the amplitude of the driving field, one would expect the strength of any line in the emission
spectrum of this system (except the low-frequency one) to initially increase, then plateau (with
fluctuations) and finally decrease as v.

Near the DL regime, we can obtain some expressions and compare them with the
perturbative results obtained in other works [15, 20, 22]. Forv > l and o = \/% 3—%, we found

that the behaviour of the functions K (¢) and Z(t) is
K(t) =~ Re(K (1)) +iak(t),
Z(t) ~alf(t) +iIm(Z(1)).

Here k() and ¢ (¢) are periodic functions (even and odd, respectively) with amplitude close
to 1. As we have shown before, in this regime, the amplitude of the oscillations in the function
0 (v) is also proportional to . According to this, and using equation (45), we see that in this
regime, R(t) o< o, Q(t) o a, P(t) o< a®>. We now rewrite equation (46) in a form that makes
evident the magnitude of the different terms that contribute to the dipole moment,

(d(1)) ~ [—ab cos(2er) + aR(t) + 20 sin(2et) Q (1) + 200 cos(2e1) P (1)1(|ca)® = |cp]?)
+[cos(2et) — 2a sin(2et) Q(t) + 4a’O R(t) — 2a” cos(2€1) P (1) Re(2¢c,c})
+[—sin(2et) — 20 cos(2€t) Q(t) + 2a* sin(2et) P(1)] Im(2c,4c)), (49)

where R(t) = R(t)/a, Q(t) = Q(t)/a, P(t) = P(t)/a* and 0 = 0/ ~ sin(4v — 7/4).

From this expression we can see that in the DL regime OIC generates low frequency and

odd-harmonics radiation to second order in « and that hyper-Raman generation is fourth order

(43)
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Figure 8. The emission spectrum of the system, for the optical initial condition and for two values
of the driving amplitude: v = 4.5 corresponds to a DL point and v = 4.15 gives 6(4.15) = 0. The
Fourier components of (d(¢)) are connected with a continuous line for better visualization.

in this parameter. For TIC there is strong low-frequency generation independent of any of the
parameters of the system (provided we are in DL regime), hyper-Raman generation is second
order and odd-harmonic generation is fourth order in «. For CTIC the situation is similar to
TIC except that no odd-harmonic radiation is produced.

As mentioned before, from the general expression for the dipole moment, since ¢ = ¢(v)
and 6 = 6(v), with successive points where either 8 (v) or € (v) vanish, there is a lot of variation
in the composition (in terms of odd harmonics and hyper-Raman lines) of the spectrum of this
system as a function of the amplitude of the driving field. The interesting exception being the
CTIC where odd harmonics are never generated.

In figures 8—10, we show the emission spectrum for three distinct initial conditions
(OIC, TIC, CTIC) and for two values of the driving field amplitude. What is common to
all these plots is the typical profile of harmonic generation that has been found theoretically
and experimentally in different systems. It consists of a plateau where the amplitudes are of
similar magnitude (fluctuations are of one to two orders of magnitude typically), followed by
a frequency cut-off after which the harmonic amplitudes decay very quickly (exponentially
in nw).

From the structure of the Floquet eigenstates, like the one shown in figure 3, one can
see that there is a cut-off in the harmonic components of the eigenstates, which occurs at
N, =2v — 1 (for v > 1). The location of the cut-off in the emission spectrum of the system
follows from the location of the cut-off in the eigenstates, since the functions R(¢), Q(t), P(t)
are second order in the eigenstates components. R(t), Q(¢), P(t) therefore have cut-offs at
Neyt = 2N, = 4v — 2. This is the same cut-off that we expect to see in the emission spectrum
of the system.

As we can see in figures 8—10, this result describes quite well the location of the last peak
before the components start to decay exponentially. The linear dependence of Ny on the
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Figure 9. Tunnelling initial condition; other parameters are the same as in figure 8.
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Figure 10. Complex tunnelling initial condition; parameters are the same as in figures 8 and 9.

amplitude of the field implies that Ny VI , where [ is the intensity of the field. This result
is expected for HHG in systems where bound—bound transitions are dominant [46, 47]. For
dominant bound—continuum transitions [48], Neu o 1.

In figure 8, we show the emission spectrum for OIC and for two different values of
the driving amplitude. For v = 4.15 (which gives 6§ =~ 0), we see, from the first line of
equation (49), that one expects no low-frequency component, odd harmonics and no
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hyper-Raman lines. For v = 4.5 (which gives ¢ =~ 0), we obtain a strong low-frequency
component, strong odd-harmonics components and very weak even-harmonics components
that are due to the function P(¢) only (since at ¢ = 0, sin(2¢¢) = 0 and therefore Q(¢) does
not contribute to the spectrum). This is a special case since in general, in this regime, Q(¢)’s
contribution to |d(£2)|? is two orders of magnitude larger than the one from P(t).

In figure 9, we show the emission spectrum for TIC for the same values of v as before. In
the 6 = 0 case, we can see, from the second line in equation (49), that there is a strong low-
frequency component (2 = £2¢), no odd harmonics and hyper-Raman lines (2 = 2n £ 2¢).
For the case ¢ = 0, there is a zero-frequency component and also odd and even harmonics of
the same magnitude.

Finally, in figure 10, we show the case when the initial condition is CTIC. From the third
line in equation (49) we see that, for the case & = 0, we should get a strong low-frequency
component and hyper-Raman lines. For the ¢ = 0 case, there is no static component, only
even harmonics.

For the characteristic plateau of HHG to appear, it was shown [30] that v > /@,. In this
region we have found numerically that cos(26) # 0, which means that in OIC, overall, the
odd harmonics are much more stable with respect to changes in the driving amplitude than the
hyper-Raman lines, which as a whole, do fluctuate with v (following the behaviour of sin(20)).
As one approaches the DL regime, the odd harmonics will dominate the spectrum for OIC
(which is the initial condition most easily obtained experimentally). It is easy to derive an
estimate for the conditions under which odd harmonics will dominate over hyper-Raman lines
for OIC. For that we take o > 0.1, so that there is at least one order of magnitude difference
in their contributions to equation (49). From o = \/% 3—% one gets the estimate

v > 1083,
When this condition is satisfied, odd harmonics will clearly dominate the spectrum in the OIC.

Determining the harmonic generation when the system interacts with a pulse with a
smooth turn-on envelope is a simple procedure. It involves finding the projection of the initial
state onto the Floquet eigenstates corresponding to the limit v — 0. After this, one determines
how each Floquet eigenstate evolves (adiabatically) with an increasing amplitude of the pulse.
Finally, when the pulse has reached its maximum amplitude, one finds the harmonic generation
due to this stationary state, by projecting back onto the basis {|a), |)} (which gives ¢, and ¢;)
and then inserting this into equation (46). For corrections to this adiabatic approximation, one
can follow the work in [27].

6. Summary and conclusions

In this work, we used a complete Floquet—Green operator formalism for the analytical solution
of a harmonically driven two-level system. From this operator, we were able to completely
solve the system and obtain the quasi-energies and the eigenstates in terms of continued
fractions.

We were able to obtain analytical expressions for the components of the Floquet
eigenstates and from them we constructed the time-evolution operator of this system. The
structure of the eigenstates revealed a characteristic pattern, with an ‘irregular’ region where
the components are sensitive to small changes in v, change sign and have zeros, and a ‘regular’
region where the components depend less sensitively on v, and decay exponentially with the
frequency nw. The cut-off frequency that divides the two regions and gives the position of
the largest Floquet component of the eigenstates is proportional to the driving field strength
v, N, = 2v — 1, aresult that is valid for any @&, (provided v > /@g).
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From the time-evolution operator, we were able to study dynamic localization, which is
one of the important features of this Hamiltonian. It is known that DL is obtained at values
of the driving field strength for which the quasi-energies vanish. In quantum computation,
this localization mechanism can be of great importance for controlling the state of a g-bit
(e.g. a double quantum well), since the amount of tunnelling of an electron between two
adjacent wells can be varied with the intensity of the driving field. In this work, we obtained
a correlation between the DL points and the maxima of the quantity 6 (v) that describes the
Floquet eigenstates of the system. Also, the value of the function cos?(20(v)), at its lowest
minima, was found to give a good approximation to the degree of localization of the system at
the corresponding DL points. Interestingly, these points appear in pairs with similar degrees
of localization corresponding to each pair. We also found the approximate equation

v~ m])(z) ’
8(1— A

which, at the DL points, relates the degree of localization P;, with the energy level difference
wp, and the amplitude v of the driving field (all quantities in units of Zw). This equation can
be used to easily estimate the amount of localization achievable in this system for a given set
of parameters.

For the study of HHG in this system, we calculated the expected value of the dipole
moment which revealed that the emission spectrum, in general, can contain low-frequency
components, odd harmonics and hyper-Raman lines. The particular components and their
amplitudes depend strongly on the initial state of the system and on the specific driving field
amplitude. We found that there exists an initial condition (CTIC) of the driven two-level system
for which no odd harmonics can be generated at any driving field strength. For each one of the
‘pure’ initial conditions, namely OIC, TIC or CTIC, the driving amplitudes where 6(v) = 0
produce either only hyper-Raman lines or only odd harmonics, depending on the particular
initial condition. For all other driving amplitudes, there will be in general generation of both
kinds of frequencies (except for CTIC). When the initial condition is a Floquet eigenstate
(which is equivalent to the smooth turn-on case for OIC), we found that only odd harmonics
are generated, a result that is expected from the dynamical symmetry of the Hamiltonian. In
general, we can say that the emission spectrum of the driven two-level system is sensitive to
different parameters, such as the initial preparation, the amplitude of the driving and its phase.

For small values of «, but still not deep into the DL regime, we obtained an equation
which directly relates the emission spectrum with the localization parameter . We showed
the different magnitude of the terms that give low frequency, odd harmonics and hyper-Raman
lines (which become even harmonics at the degeneracy points). In the optical initial condition
(OIC), we found that odd-harmonics generation is stronger, the hyper-Raman lines are weaker
and even nonexistent for particular values of the driving field amplitude (when 6(v) = 0).
For tunnelling initial condition (TIC), hyper-Raman lines dominate, except at the DL points
(¢ = 0), where even and odd harmonics have approximately the same amplitude. For complex
tunnelling initial condition (CTIC), no odd harmonics are generated.

Well inside the dynamic localization regime, odd harmonics are exclusively generated
in the optical initial condition and hyper-Raman lines only occur in the tunnelling initial
conditions (TIC and CTIC). In this regime of high localization, HHG decreases with decreasing
o, a situation that clearly places both effects on opposite sides of the parameter space, although
with significant overlap between them. In general, for a driven two-level system, the strongest
HHG should occur for higher values of @g and for driving amplitudes v < 106)5 (fora > 0.1).
For strong DL, smaller values of @y and/or bigger values of v are required, v 2 10&)(2]

~
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(for @ < 0.1). Strong HHG in a two-level system is an eminently non-linear, non-perturbative
phenomenon.

The HDTLS has been shown to be useful in understanding basic features of the interaction
of light with matter, even though, clearly, the full complexity of the general processes in atoms
and molecules cannot be accounted for with this model. The model predicts an emission
spectrum with a plateau and a cut-off frequency, whose location depends on the square root
of the intensity of the driving field (since Ney o< v & E o +/I). Such dependence has been
found in systems where bound—bound transitions account for most of the HHG [46, 49]. For
the case of charge-resonant states of odd-charge molecular ions, it has also been argued [20]
that this simple two-level model can account for the behaviour of these molecules in a strong
laser pulse. A square-root dependence of the cut-off frequency with the intensity of the laser
field can be found in several experiments [45], a fact that is characteristic of a driven two-level
system and which might point in the direction of an effective two-level dynamics for some
systems [30].

HHG and DL are two major features of a driven two-level system with a great range of
applications in atomic and solid-state systems where coherent sources of radiation and control
of quantum states are sought. With this work we have established a connection between these
two phenomena and provided new results and a more detailed description of this system.
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Appendix. Components of the Floquet eigenstates

From the definition of the Floquet—Green operator, we have shown in equation (10) that the
residue of the function Gy o(E) at a pole E = ¢ + p is the operator (2 x 2 matrix) |¢;><¢;

where |¢;> is the pth Fourier component of the Floquet eigenstate corresponding to the quasi-
energy ¢. If we write |¢;) = K,la) + Z,|b), then, in principle, from the residue (a matrix)
of Go,o we could determine the components K, Z,. This is only true, however, provided
the residue does not turn out to be a diagonal matrix. Unfortunately, this is the case for
the system we are considering, since, as we mentioned before, G ¢(E) is a diagonal matrix
(Ver(E) is diagonal), and therefore its residue only gives us information about |K ,,|2 and
|Z ,,|2. From equation (8) we can see that the off-diagonal components G,, ¢ can give us the
needed components:

1 & &
Gmo(E) = Z m@%p)(d’p}/ . (A.1)
v

v.p

From this we get that at the pole E = ¢, (and therefore p = 0), the residue is |¢f,,y)<¢gy .
From all these residues for all values of m, one could therefore extract all the eigenvector
components ¢, ).
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The G,, o operators can be obtained from Gy o, as it was shown in [26]. The result is

Gi.0 = Fy Go.0,
Go0 = Fi G0 = F{ F; Goo,

(A.2)
m—1
Gno=Fp_1Gnr0=[] FfGoo(E).  for m >0,
j=0
and where (showing explicitly the energy dependence)
_ _ _ 0 Lo E + )
FI(E)= (VFio(E)™'V =V 'VRE +)) = [lmE iiy " : (A.3)
and similarly,
m—1
Gmo(E) =F G mro= [ | ~;Goo. for m >0, (A4)
j=0
with
0 vy (B =)
- _ 1y, _ y—ly— N b
FZ(E) = (VF_jo(E)" V=V Vyx(E—J) [%va(E i v 0 . (AS5)
It is not difficult to show using equations (A.1), (A.2) and (A.4) that
[$1001) = Fon(e)on)
and
|61) = Fr (6)) | ), (A.6)
with ¢, = %e.
As we already mentioned, at E = ¢ the residue of G o(E) is proportional to |b) and at
E = —¢ the residue is proportional to |a). From this, and using equation (A.6) together with

equations (A.3) and (A.5), we can write explicitly the two Floquet eigenstates of this system:

2iwt iwt

lp~¢ (1)) = N|: et 671;;(—8 — D, (—¢)la) + ev v, (—&)|b) + |a)

—iwt —2iwt
+ U;(—€)|b>+—21);(—g+ l)v;(_8)|a>+.“i|’
v v

eZiwt iwt (A7)
l9° (1)) = N[ ct 71);(8 — Dy, (&)|b) + Tv;(8)|a> +1b)
—iwt —2iwt
+ vy (e)la) + ——v, (e + 1)v2(8)|b)+~-~i|,
v v
with N being a normalization constant. If we use the symmetry relations, v, (—E) = —v} (E)
and v} (—E) = —v, (E), we can write these two eigenstates in a more compact way,
lp~“(t)) = K(t)|a) + Z(1)|D),
(A.8)

9°(D) = —Z®)"|a) + K(1)*|b),
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with
diwt
K@) = N(~ et —41)1;(—8 =3, (=& = 2)v, (—& — Dv, (—¢)
v
eZiwl —2iwt
+ = v, (—e — D (—e) + 1 + = vy (=& + Dul(—¢)
—diwt
+— vy (—e + vl (—e + vy (—e + l)v;(—8)>
v
o .
=N Z ei2mwtK2n(_8) ) (Ag)
n=—0oo

3iwt iwt
Z(t) = N|:~ LS 3 v, (—& —2)v, (e — Dv, (—¢) + e—v;(—e)
v v

—iwt —3iwt
+ vi(—e) + 3 vi(—e+2)vi(—e + Dui(—e) - ]
o0
=N| D ez (o) |
n=—00

where N is a normalization constant so that |K (z)|> + | Z(¢)|> = 1, and we have
1, forn =0,

|
Ky (—¢) = 1 n
(=) [T 5viE" (—e +sg(m)2) — D)UE™ (—e +sg(n)(2) — 2))).  for |n] > 0,
v
j=1

1
—vi(—¢e+2n)Ky,(—¢), for2n+1> 0,
Zonri(—e) = { Y
—v, (—e+2n+2)Ky,0(—¢), for2n+1 <0,
v

(A.10)

and we used sg(x) = x/|x|.
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