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#### Abstract

Non-perturbative, exact analytical results are obtained for the harmonically driven two-level system with the use of a Floquet-Green operator formalism. From this operator, we find the quasi-energies and the Fourier components of the Floquet eigenstates which we use to construct the time-evolution operator of the system. As an application of our formalism, we study dynamic localization and high-order harmonic generation in this system. Our results show the existence of an initial condition that leads to an emission spectrum with only hyper-Raman lines for any frequency and strength of the driving field. We show the important role of the initial condition in determining the emission spectrum of this system. In the non-perturbative regime, the emission spectrum is found to be, in general, very sensitive to the amplitude of the driving field. We also derive an expression for the (coherent) emission spectrum which shows its dependence on the degree of localization of the system.
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## 1. Introduction

Harmonically driven systems have been traditionally studied in the field of atomic physics, regarding the interaction of electromagnetic radiation with matter. In particular, in the last two decades, there has been considerable interest in non-perturbative solutions to these systems, given the many new and interesting phenomena associated with intense optical field-matter interactions [1]. Also, in solid-state physics, there has been a significant amount of research on the effects of a periodic driving in the transport properties of nanostructures [2,3] and also in relation to the problem of heat diffusion with time-dependent diffusivity [4].

Chief among those systems is the harmonically driven two-level system (HDTLS), which is a particularly important model in physics because of its simplicity and because it has proved to be very useful in describing many aspects of the interaction of matter with an electromagnetic field. The HDTLS has also been used to describe the electron dynamics in a double quantum well with an applied ac electric field [5]. It has also been used to describe an atom moving through a Fabry-Pérot cavity [6].

Despite its simple structure, exact analytical results valid in all of its parameter space are very hard to obtain, and therefore, most of the analytic results known are obtained using some approximation valid only within certain ranges of those parameters. In the field of atomic physics, this system was traditionally studied using the rotating wave approximation (RWA) [7], in which the 'counter-rotating' term of the harmonic driving is neglected. This approximation is valid near resonance and only for low intensities of the driving field. Presently, laser technology allows experimenters to produce very strong electromagnetic fields (short laser pulses) which can produce interesting non-linear effects in their interaction with matter.

For strong driving fields, the 'counter-rotating' term in the time-dependent part of the Hamiltonian does contribute significantly and, therefore, different theoretical approaches beyond RWA are required. One such method was first introduced by Autler and Townes [8]. Using Floquet's theorem and continued fractions, they derived a general solution in order to investigate the effect of a radio frequency field on the $l$-type microwave absorption line of the doublet $J=2 \rightarrow 1$ of the molecules of gaseous OCS.

Later, Shirley [9] employed Floquet theory to reduce the solution of a periodic timedependent Hamiltonian to the problem of diagonalization of a time-independent matrix. This matrix was then used to calculate eigenvalues and transition probabilities for a HDTLS system and also to derive higher order (beyond linear RWA) analytic approximations valid in the case of weak driving. Later approaches to this problem, usually within the context of a spin system in a magnetic and a rf field, have involved the use of continued fractions [10-12], although the role played by Floquet theory in those approaches (and in particular the role of the quasi-energy) is not clear.

A different kind of analytical expression for the quasi-energy of the HDTLS, which does not involve continued fractions, was reported by Zhao [13]. It makes use of group theoretical arguments for its derivation and involves the evaluation of complicated infinite sums. Apart from its intrinsic theoretical value, this solution does not provide a practical way to study this system.

There have been a variety of approaches used to obtain approximate analytic expressions. Most of them have been obtained in the high frequency limit [14-16], for $\omega \gg \omega_{0}$, or in the strong field limit [17, 18], for $v \gg \hbar \omega$. Here $\omega$ is the frequency of the driving, $\omega_{0}$ is the energy difference between the two levels of the unperturbed Hamiltonian and $v$ is the strength of the driving.

One of the most interesting features of this system, which was found in those perturbative solutions, is that, at some specific values of the driving field strength (the zeros of the zerothorder Bessel function), dynamic localization (DL) occurs. In the context of quantum wells this means that, despite a nonzero tunnelling probability between the two wells, a system initially prepared in one of them will remain there indefinitely. DL in quantum wells was first studied by Großmann et al [5]. In an earlier work [19], a manifestation of DL was found in a tight binding potential with an applied ac electric field.

In a paper by Ivanov [20] in which high-order harmonic generation (HHG) by diatomic molecular ions is considered, and then more recently in works by Santana et al [21] and also Delgado and Gomez Llorente [22], analytical expressions in terms of Bessel functions were
found, valid in the (perturbative) regime where DL occurs. This regime can be characterized by the condition $\omega_{0} / \omega \ll 1$ for any $v$, or $\omega_{0} / \omega \ll \sqrt{v / \hbar \omega} \gg 1$. We will say that whenever any of these two conditions is satisfied, the system is in the DL regime, where, as expected, our results converge to the known Bessel-function expressions.

Our goal in this work is two-fold. First, to present a fully developed Floquet-Green formalism for harmonically driven systems, which is suitable for the complete solution of any such system without any approximations. The calculation of such Floquet-Green function plays a major role in the solution of many problems where a periodic time dependence in the potential is present, as it is the case, for instance, in quantum-driven transport [3]. Our second goal is to show how this formalism can be applied in a concrete system; in this work, we consider the important case of a HDTLS and give an exact solution valid in all of its parameter range. This exact solution is expressed in terms of continued fractions, suitable to the study of the regime where neither the RWA nor any other perturbative approach works. Our aim is to present a whole picture of this system, of its eigenvalues and eigenstates in the different regions of its parameter space and to obtain, from our exact solution, some new results regarding the two main features of this system, namely DL and HHG.

In section 2, we derive the Floquet-Green operator formalism and establish a connection between the poles of this operator and the quasi-energies and components of the Floquet eigenstates. In section 3, we apply this formalism to the specific case of the HDTLS. There, we obtain an expression for the quasi-energies which makes use of continued fractions. We also derive the Floquet eigenstates of the system and study their dependence on the amplitude of the driving field for different values of the two-level energy difference. The time-evolution operator is then constructed using these eigenstates. We devote section 4 to the study of DL, and in section 5 we derive some expressions for HHG in this system. Finally, in section 6, we summarize our findings and give some concluding remarks.

## 2. Floquet-Green operator for harmonic driving

The pioneering work of Shirley [9], Zel'dovich [23] and Sambe [24] laid down the theoretical foundations for a complete treatment of time-periodic potentials, based on the same mathematical tools already developed for time-independent potentials. Of significant importance among these tools is the Green function, whose definition and application for time-periodic systems have not been clear until recently. A Floquet-Green function method for the solution of radiative electron scattering in a strong laser field was introduced by Faisal [25]. In this section, we develop the complete Floquet-Green operator formalism for general harmonically driven Hamiltonians that was introduced by the author in a previous work [26].

We start by considering a general Hamiltonian of the general form

$$
\begin{equation*}
H(t)=H_{0}+2 V \cos (\omega t) \tag{1}
\end{equation*}
$$

where $H_{0}$ and $V$ are Hermitian operators in the Hilbert space $(\mathcal{H})$ of the system. Because of the periodicity of the Hamiltonian, according to Floquet's theorem, the solutions to Schrödinger's equation $\mathrm{i} \hbar \frac{\partial}{\partial t}|\Psi(t)\rangle=H(x, t)|\Psi(t)\rangle$ are of the form

$$
\begin{equation*}
\left|\Psi^{e}(t)\right\rangle=\mathrm{e}^{-\mathrm{i} e t / \hbar}\left|\phi^{e}(t)\right\rangle \tag{2}
\end{equation*}
$$

where $\left|\phi^{e}(t)\right\rangle=\left|\phi^{e}\left(t+\frac{2 \pi}{\omega}\right)\right\rangle$.
Inserting this into Schrödinger's equation, one arrives at the eigenvalue equation

$$
\begin{equation*}
H^{F}(t)\left|\phi^{e}(t)\right\rangle=e\left|\phi^{e}(t)\right\rangle, \tag{3}
\end{equation*}
$$

where $H^{F}(t)$ is defined as

$$
\begin{equation*}
H^{F}(t) \equiv H(t)-\mathrm{i} \hbar \frac{\partial}{\partial t} . \tag{4}
\end{equation*}
$$

As pointed out by Sambe [24], since equation (3) is an eigenvalue equation, it can be solved using the standard techniques developed for time-independent Hamiltonians, provided we extend the Hilbert space to include the space of time-periodic functions. In this extended space, the time parameter can be treated as another degree of freedom of the system. A similar concept is used in classical mechanics and gives rise to the concept of a 'half' degree of freedom when dealing with time-dependent Hamiltonians.

A suitable basis for this extended Hilbert space $(\mathcal{R})$ is $\{|\alpha\rangle \otimes|n\rangle, \ldots\}$, where $\{|\alpha\rangle, \ldots\}$ is a basis for the Hilbert space $\mathcal{H}$ of the system, and we define $\langle t \mid n\rangle=\mathrm{e}^{-\mathrm{i} n \omega t}$, with $n$ integer. Clearly $\{|n\rangle, \ldots\}$ spans the vector space $(\mathcal{T})$ of periodic functions, and therefore $\mathcal{R}=\mathcal{H} \otimes \mathcal{T}$. In this basis, equation (3) becomes a matrix eigenvalue equation of infinite dimension with an infinite number of eigenvalues. It is not difficult to prove that if $e_{i}$ is an eigenvalue, with corresponding eigenvector $\left|\phi^{e_{i}}(t)\right\rangle$, then $e_{i}+m$ is also an eigenvalue (all quantities are assumed to be in units of $\hbar \omega$ ), with corresponding eigenvector $\left|\phi^{e_{i}+m}(t)\right\rangle=\mathrm{e}^{\mathrm{i} m \omega t}\left|\phi^{e_{i}}(t)\right\rangle$. Accordingly, the eigenstate corresponding to eigenvalue $e_{i}+m$ has the same structure as the eigenstate corresponding to $e_{i}$, except that it is displaced by $m$ on the energy axis. Because of this, to find all the eigenvectors and eigenvalues of the Floquet Hamiltonian one needs only to consider $-\frac{1}{2} \leqslant e<\frac{1}{2}$. We will use the symbol $\varepsilon$ to refer to the Floquet eigenvalues restricted to this interval and call them 'quasi-energies'. Clearly, any Floquet eigenvalue $e_{i}$ can be written as $e_{i}=\varepsilon_{i}+p$ for some $-\frac{1}{2} \leqslant \varepsilon_{i}<\frac{1}{2}$ and some integer $p$. It can be shown that, in general, there are $N$ distinct quasi-energies (except for accidental degeneracies) if the Hilbert space $\mathcal{H}$ is $N$ dimensional.

This periodic structure in the eigenvalues does not mean that the 'replica' eigenstates have no relevance; they are also valid solutions of equation (3) and are essential for completeness in the extended Hilbert space $\mathcal{R}$ [27]. They also allow us to understand some features of the quasi-energies of the system in terms of avoided crossings between 'replica' eigenstates.

The Floquet-Green operator for the Floquet Hamiltonian in equation (3) is defined by the equation (see [26])

$$
\begin{equation*}
\left[\mathbb{1} E-H^{F}\left(t^{\prime}\right)\right] \mathcal{G}\left(E, t^{\prime}, t^{\prime \prime}\right)=1 \delta_{\tau}\left(t^{\prime}-t^{\prime \prime}\right) \tag{5}
\end{equation*}
$$

where $\delta_{\tau}(t)$ is the $\tau$-periodic delta function $\left(\tau=\frac{2 \pi}{\omega}\right)$.
In terms of the complete (infinite) set $\left\{\left|\phi^{e^{e_{i}}}(t)\right\rangle\right\}$ of eigenfunctions of the Floquet Hamiltonian (equation (4)), the solution for equation (5) is

$$
\begin{equation*}
\mathcal{G}\left(E, t^{\prime}, t^{\prime \prime}\right)=\sum_{i} \frac{\left|\phi^{e_{i}}\left(t^{\prime}\right)\right\rangle\left\langle\phi^{e_{i}}\left(t^{\prime \prime}\right)\right|}{E-e_{i}} \tag{6}
\end{equation*}
$$

From the previous discussion about the eigenvalues and eigenfunctions of the Floquet Hamiltonian, we can write the Floquet-Green operator entirely in terms of the eigenfunctions corresponding to values $e_{i}$ between $-\frac{1}{2}$ and $\frac{1}{2}$. We will denote these eigenvalues as $\varepsilon_{\gamma}$. Using this, the Floquet-Green operator can be written as

$$
\begin{equation*}
\mathcal{G}\left(E, t^{\prime}, t^{\prime \prime}\right)=\sum_{\gamma} \sum_{p} \mathrm{e}^{\mathrm{i} p \omega\left(t^{\prime}-t^{\prime \prime}\right)} \frac{\left|\phi^{\varepsilon_{\gamma}}\left(t^{\prime}\right)\right\rangle\left\langle\phi^{\varepsilon_{\gamma}}\left(t^{\prime \prime}\right)\right|}{E-\varepsilon_{\gamma}-p}, \tag{7}
\end{equation*}
$$

where $\gamma=1, \ldots, N$ for $\mathcal{H}$ being $N$ dimensional and $p=-\infty, \ldots, \infty$.
Operating on both sides of this equation with $\frac{1}{\tau^{2}} \int_{0}^{\tau} \int_{0}^{\tau} \mathrm{e}^{\mathrm{i} m \omega t^{\prime}} \mathrm{e}^{-\mathrm{i} n \omega t^{\prime \prime}} \mathrm{d} t^{\prime \prime} \mathrm{d} t^{\prime}$, we obtain

$$
\begin{equation*}
\mathcal{G}_{m, n}(E)=\sum_{\gamma, p} \frac{1}{E-\varepsilon_{\gamma}-p}\left|\phi_{m+p}^{\varepsilon_{\gamma}}\right\rangle\left\langle\phi_{n+p}^{\varepsilon_{\gamma}}\right|, \tag{8}
\end{equation*}
$$

where

$$
\mathcal{G}_{m, n}(E)=\frac{1}{\tau^{2}} \int_{0}^{\tau} \int_{0}^{\tau} \mathrm{e}^{\mathrm{i} m \omega t^{\prime}} \mathrm{e}^{-\mathrm{i} n \omega t^{\prime \prime}} \mathcal{G}\left(E, t^{\prime}, t^{\prime \prime}\right) \mathrm{d} t^{\prime \prime} \mathrm{d} t^{\prime}
$$

and

$$
\begin{equation*}
\left|\phi_{m}^{\varepsilon_{\gamma}}\right\rangle=\frac{1}{\tau} \int_{0}^{\tau} \mathrm{e}^{\mathrm{i} m \omega t^{\prime}}\left|\phi^{\varepsilon}\left(t^{\prime}\right)\right\rangle \mathrm{d} t^{\prime} \tag{9}
\end{equation*}
$$

For $m=n=0$,

$$
\begin{equation*}
\mathcal{G}_{0,0}(E)=\sum_{\gamma, p} \frac{1}{E-\varepsilon_{\gamma}-p}\left|\phi_{p}^{\left.\varepsilon_{\gamma}\right\rangle}\right\rangle\left\langle\phi_{p}^{\varepsilon_{\gamma}}\right| . \tag{10}
\end{equation*}
$$

This last equation shows us the relationship between the residue of the operator $\mathcal{G}_{0,0}(E)$ at the pole $\varepsilon_{\gamma}+p$ and the Fourier component $\left|\phi_{p}^{\varepsilon_{\nu}}\right\rangle$ of the Floquet eigenstate $\left|\phi^{\varepsilon_{\nu}}(t)\right\rangle$. Note that $\left|\phi^{\varepsilon_{\nu}}(t)\right\rangle=\sum_{p} \mathrm{e}^{-\mathrm{i} p \omega t}\left|\phi_{p}^{\varepsilon_{\nu}}\right\rangle$. From this we conclude that, corresponding to each pole at $E=\varepsilon_{\gamma}+p$ of the Floquet-Green operator $\mathcal{G}_{0,0}(E)$, there is an oscillating term of the form $\mathrm{e}^{-\mathrm{i} p \omega t}$ in the Floquet eigenstate specified by the quasi-energy $\varepsilon_{\gamma}$.

Let us go back to the task of finding an explicit solution to the Floquet-Green operator in equation (5). Applying $\frac{1}{\tau^{2}} \int_{0}^{\tau} \int_{0}^{\tau} \mathrm{e}^{\mathrm{i} m \omega t^{\prime}} \mathrm{e}^{-\mathrm{i} n \omega t^{\prime \prime}} \mathrm{d} t^{\prime \prime} \mathrm{d} t^{\prime}$ on both sides of this equation and using equation (4) together with the above definitions, we get

$$
\begin{equation*}
\left[\mathbb{1}(E+m)-H_{0}\right] \mathcal{G}_{m, n}-V\left(\mathcal{G}_{m+1, n}+\mathcal{G}_{m-1, n}\right)=1 \delta_{m, n} . \tag{11}
\end{equation*}
$$

The explicit solution of this equation, in terms of matrix continued fractions, was derived in [26]. The resulting expression for the operator $\mathcal{G}_{0,0}(E)$ is

$$
\begin{equation*}
\mathcal{G}_{0,0}(E)=\left(\mathbb{1} E-H_{0}-V_{\mathrm{eff}}(E)\right)^{-1} \tag{12}
\end{equation*}
$$

where

$$
V_{\mathrm{eff}}(E)=V_{\mathrm{eff}}^{+}(E)+V_{\mathrm{eff}}^{-}(E),
$$

with

$$
\begin{equation*}
V_{\mathrm{eff}}^{ \pm}(E)=V \frac{1}{\mathbb{1}(E \pm 1)-H_{0}-V \frac{1}{\mathbb{1}(E \pm 2)-H_{0}-V \frac{1}{V} V} V} V \tag{13}
\end{equation*}
$$

A related method for the solution of equation (11) was used in [28].
The convergence of matrix continued fractions is a difficult mathematical subject which is still under development. Regarding this issue, we can mention that convergence has always been achieved in all our numerical calculations, and that, for each specific type of system, the number of terms needed to assure the convergence of the matrix continued fractions in equation (13) is a particular function of the strength $V$ of the driving field. For some systems we found this dependence to be linear (e.g. HDTLS), for others it is approximately quadratic (e.g. scattering by an oscillating $\delta$-function potential [29]).

We will now specialize these results for the case of a two-state system driven by a classical single-frequency potential.

## 3. Harmonically driven two-level system

In this section, we apply the formalism previously presented to the case of a driven two-level system of the form

$$
\begin{equation*}
H=\frac{\tilde{\omega}_{0}}{2} \sigma_{z}+2 v \cos (\omega t) \sigma_{x} \tag{14}
\end{equation*}
$$

where $H, \tilde{\omega}_{0}$ and $v$ are given in units of $\hbar \omega$. In the context of an electron interacting with an electric field, the amplitude $2 v$ corresponds to the (static) dipole moment of the electron times the applied electric field, i.e. $2 v=\mu E_{0} / \hbar \omega$ (the factor of 2 has been introduced for convenience), and the classical electric field is of the form $E(t)=E_{0} \cos (\omega t)$. In a double quantum-dot realization of this Hamiltonian, the non-driven part, $\frac{\tilde{\omega}_{0}}{2} \sigma_{z}$, describes the tunnelling between the states localized on each dot, $\{|1\rangle,|2\rangle\}$. This tunnelling gives rise to a splitting of $\hbar \omega_{0}=\tilde{\omega}_{0} \hbar \omega$ between the energy levels $-\frac{\hbar \omega_{0}}{2},+\frac{\hbar \omega_{0}}{2}$, whose corresponding eigenstates we denote by $\{|a\rangle,|b\rangle\}$, and where $|b\rangle=\frac{1}{\sqrt{2}}(|1\rangle+|2\rangle)$ and $|a\rangle=\frac{1}{\sqrt{2}}(|1\rangle-|2\rangle)$. The Hamiltonian in equation (14) is written in the basis $\{|a\rangle,|b\rangle\}$. For an atomic system, $\frac{\tilde{\omega}_{0}}{2} \sigma_{z}$ describes two bound states of the atomic (or molecular) potential, or, in the context of ionizing systems, it could also be thought of as describing a bound state and the continuum [30, 31]. An electron moving in a Fabry-Pérot cavity [6] or a $1 / 2$ spin system with an applied magnetic and microwave field [10-12] are also examples of systems where this model has been used.

We emphasize here that, even though this system has been studied many times in the past, both numerically and analytically, most of the analytic results have been derived using approximations that are valid in a certain range of parameters in which the particular perturbative approach used works. In this work, we will derive new exact analytical expressions for the quasi-energies and Floquet eigenstates of the system, which we will use to study DL and HHG in this system.

Our approach will make use of continued fractions, which have been used before to study this system, especially in the context of spin $1 / 2$ systems in a magnetic and a rf field, starting with the seminal work of Autler and Townes [8]. Also, in a previous treatment of this problem, the time-dependent Green function and continued fractions were used, although outside of the frame of the Floquet formalism [32].

To find the exact solution to this Hamiltonian we need to evaluate equations (12) and (13), for the case $V=v \sigma_{x}$ and $H_{0}=\frac{\omega_{0}}{2} \sigma_{z}$. It can be checked easily that, given the off-diagonal form of $V$ and the diagonal form of $H_{0}$, the matrices $V_{\text {eff }}^{ \pm}(E)$ are diagonal. Its diagonal components will be denoted, respectively, by $\left\{v_{a}^{ \pm}(E), v_{b}^{ \pm}(E)\right\}$. The dynamic effective potential $V_{\text {eff }}(E)$ is therefore also diagonal and of the form

$$
V_{\mathrm{eff}}(E)=\left[\begin{array}{cc}
v_{a}^{+}(E)+v_{a}^{-}(E) & 0  \tag{15}\\
0 & v_{b}^{+}(E)+v_{b}^{-}(E)
\end{array}\right]
$$

The $v_{a / b}^{ \pm}$functions are given by the following coupled recursive relations:
$v_{a}^{ \pm}(E)=\frac{v^{2}}{E \pm 1-\frac{\tilde{\omega}_{0}}{2}-v_{b}^{ \pm}(E \pm 1)}, \quad v_{b}^{ \pm}(E)=\frac{v^{2}}{E \pm 1+\frac{\tilde{\omega}_{0}}{2}-v_{a}^{ \pm}(E \pm 1)}$.
Replacing $v_{a}^{ \pm}$into $v_{b}^{ \pm}$(and vice versa), we obtain the decoupled recursive relations

$$
\begin{align*}
& v_{a}^{ \pm}(E)=\frac{v^{2}}{E \pm 1-\frac{\tilde{\omega}_{0}}{2}-\frac{v^{2}}{E \pm 2+\frac{\tilde{\omega}_{0}}{2}-v_{a}^{+}(E \pm 2)}}  \tag{17}\\
& v_{b}^{ \pm}(E)=\frac{v^{2}}{E \pm 1+\frac{\tilde{\omega}_{0}}{2}-\frac{v^{2}}{E \pm 2-\frac{\tilde{\omega}_{0}}{2}-v_{b}^{+}(E \pm 2)}}
\end{align*}
$$

From equation (12), the solution for $\mathcal{G}_{0,0}(E)$ is also a diagonal matrix of the form

$$
\mathcal{G}_{0,0}(E)=\left[\begin{array}{cc}
g^{a}(E) & 0  \tag{18}\\
0 & g^{b}(E)
\end{array}\right],
$$

with

$$
\begin{align*}
g^{a}(E) & =\frac{1}{E+\frac{\tilde{\omega}_{0}}{2}-v_{a}^{+}(E)-v_{a}^{-}(E)} \\
g^{b}(E) & =\frac{1}{E-\frac{\tilde{\omega}_{0}}{2}-v_{b}^{+}(E)-v_{b}^{-}(E)} \tag{19}
\end{align*}
$$

For this system, the minimum number of steps $(m)$ necessary to obtain convergence of the continued fractions in equation (17) was found to obey $m=2 v+2$.

It can easily be seen from equation (17) that this system possesses the symmetry $v_{a}^{ \pm}(-E)=-v_{b}^{\mp}(E)$, which from equation (19) gives us $g_{a}(-E)=-g_{b}(E)$. This means that to find the two quasi-energies of the system one only has to look for a pole in either $g_{a}(E)$ or $g_{b}(E)$ in the range $-0.5 \leqslant E \leqslant 0.5$; the other pole is symmetrically located on the opposite side of the (quasi) energy axis.

### 3.1. Poles of $\mathcal{G}_{0,0}(E)$ and the quasi-energies of the system

As discussed before, the quasi-energies of the system can be obtained from the poles in $g_{a}(E)$ and $g_{b}(E)$. We showed that it is sufficient to study the poles in only one of these functions since for any pole in $g_{a}(E)$ at $E=E^{*}$ there is a corresponding pole in $g_{b}(E)$ at $E=-E^{*}$. This implies the existence of two quasi-energies in the system, $\varepsilon,-\varepsilon$. The quasi-energy $\varepsilon$ can be obtained from the solution to $g_{b}(E)^{-1}=0$ in the interval $-0.5<E<0.5$. From equations (17) and (19), the poles of $g_{b}(E)$ satisfy the equation

$$
\begin{equation*}
\delta=\frac{v^{2}}{\tilde{\omega}_{0}-\frac{v^{2}}{\delta+2-\frac{v^{2}}{\delta+3+\tilde{\omega}_{0}-\frac{v^{2}}{\delta+4-\frac{v^{2}}{\vdots}}}}+\frac{v^{2}}{\delta-1+\tilde{\omega}_{0}-\frac{v^{2}}{\delta-2-\frac{v^{2}}{\delta-3+\tilde{\omega}_{0}-\frac{v^{2}}{\delta-4-\frac{v^{2}}{\vdots}}}},},} \tag{20}
\end{equation*}
$$

where $\delta=E-\frac{\tilde{\omega}_{0}}{2}$. The quasi-energy is obtained as $\varepsilon=\left(\frac{\tilde{\omega}_{0}}{2}+\delta\right) \bmod 1$.
In figure 1 , we show one of the quasi-energies of the system, for different values of $\tilde{\omega}_{0}$. These functions are plotted as a function of the driving strength $v$. We have included the resonant case $\tilde{\omega}_{0}=1$ and several values in the high-frequency regime where $\tilde{\omega}_{0}<1$. In the limit where $\tilde{\omega}_{0} \ll \max (1, \sqrt{v})$, we have $\varepsilon(v) \approx \frac{\tilde{\omega}_{0}}{2} J_{0}(4 v)$. This result was first obtained by Shirley [9]. It is precisely in this regime where it was shown [21, 22] that DL appears as a dominant feature. As $\tilde{\omega}_{0}$ decreases, we observe a very quick convergence to the approximate result $\varepsilon(v) \approx \frac{\tilde{\omega}_{0}}{2} J_{0}(4 v)$. Already for $\tilde{\omega}_{0}=0.25$, the difference between the exact result for $\varepsilon(v)$ and the approximation cannot be observed at the scale of the graph. For $\tilde{\omega}_{0}=0.1$, we plotted both $\varepsilon(v)$ and $-\varepsilon(v)$ to make the location of the zeros of $J_{0}(4 v)$ more visible. As we can also see in figure 2 , increasing $\tilde{\omega}_{0}$ always displaces the zeros of $\varepsilon(v)$ towards smaller values. This behaviour was also observed by Villas-Bôas et al [33] in the case of a double quantum well with an intense ac electric field and an applied magnetic field. Note also that, as it is easy to derive analytically, the only case where the initial slope of the quasi-energy is not zero is the resonant case.

In figure 2, we show the quasi-energy as a function of the driving strength $v$, for low frequencies, where $\tilde{\omega}_{0} \geqslant 1$. The resonant case is included for comparison. Also, the dotted


Figure 1. Quasi-energy as a function of driving amplitude ( $v$ ), for different values of $\tilde{\omega}_{0} \equiv \omega_{0} / \omega \leqslant 1$ (high frequencies).


Figure 2. Quasi-energy as a function of driving amplitude, for different values of $\tilde{\omega}_{0} \geqslant 1$ (low frequencies). The functions $\pm 0.05 J_{0}(4 v)$ are plotted with dotted lines for comparison.
line shows the functions $\pm 0.05 J_{0}(4 v)$ in order to indicate the location of the zeros of this Bessel function. For lower frequencies (increasing $\tilde{\omega}_{0}$ ), the amplitude and sharpness of the oscillations around $\varepsilon=0$ increase, the location of the zeros shifts to the left and the parabola that describes (except in the resonant case) the initial behaviour of the curve opens up. For
$\tilde{\omega}_{0} \gtrsim 2$, one can get from equation (20) that the initial behaviour of the quasi-energy is parabolic and has the form

$$
\begin{equation*}
\delta(v) \approx \frac{2 \tilde{\omega}_{0}}{\tilde{\omega}_{0}^{2}-1} v^{2} \tag{21}
\end{equation*}
$$

This remains a good approximation for all values of $v$ until $\delta(v) \approx \frac{\tilde{\omega}_{0}-1}{4}$ and provided $\epsilon(v)$ does not reach the edges of the Brillouin zone $(-0.5,0.5)$ before that. If it does so, then the quasi-energy experiences an avoided crossing, whose sharpness is proportional to $\tilde{\omega}_{0}$ and decreases with the value of $v$ at which the anti-crossing occurs.

### 3.2. Components of the Floquet eigenstates

In the previous subsection, we showed how to obtain the diagonal part of the Floquet-Green operator and discussed its poles, from which the quasi-energies of the system can be obtained. In this part, we study the Floquet eigenstates and their general behaviour as the amplitude of the driving field changes. In the appendix, we show that they can be written in the form

$$
\left|\phi^{-\varepsilon}(t)\right\rangle=K(t)|a\rangle+Z(t)|b\rangle
$$

and

$$
\begin{equation*}
\left|\phi^{\varepsilon}(t)\right\rangle=-Z(t)^{*}|a\rangle+K(t)^{*}|b\rangle \tag{22}
\end{equation*}
$$

with

$$
\begin{align*}
& K(t)=N\left[\sum_{n=-\infty}^{\infty} \mathrm{e}^{-2 \mathrm{i} n \omega t} K_{2 n}(-\varepsilon)\right]  \tag{23}\\
& Z(t)=N\left[\sum_{n=-\infty}^{\infty} \mathrm{e}^{-\mathrm{i}(2 n-1) \omega t} Z_{2 n-1}(-\varepsilon)\right] .
\end{align*}
$$

$N$ is a normalization constant and $|K(t)|^{2}+|Z(t)|^{2}=1$. In equation (A.10) of the appendix, we also show the explicit form of the components $K_{2 n}, Z_{2 n+1}$. It can be seen there that all components $K_{2 n}$ and $Z_{2 n-1}$ are real, and therefore $K(0)$ and $Z(0)$ are real numbers.

In figure 3, we show the components of one of the Floquet eigenstates of the system, $\left|\phi^{\varepsilon}(t)\right\rangle$, for the resonant case and for eight different values of the driving field amplitude. In the upper figure of each panel, we show the quantities $Z_{n}, K_{n}$ (with $n$ odd for $Z_{n}$ and $n$ even for $K_{n}$ ), and in the lower panels we show the quantities $\ln \left|Z_{n}\right|, \ln \left|K_{n}\right|$.

A notable qualitative difference between the behaviour of $Z_{2 n-1}$ and $K_{2 n}$ is the fact that for stronger values of $v$, the former becomes more antisymmetric while the last one becomes more symmetrical around $n=0$. We will comment shortly about the consequence that this has for the dynamic localization of the system. The fact that the eigenstates of the system have components that are harmonics of the driving field frequency $\omega$, translates, as we will study in the next section, into a (coherent) emission spectrum of the system which contains also many frequencies. The possibility of exciting a system at a particular frequency with a strong field and producing radiation that includes frequencies much higher than the driving frequency (in some cases hundreds of times bigger) is called high-order harmonic generation (HHG) and has been studied in many experiments [1]. HHG of a driven two-level system has been studied in the past and it has been shown [15, 20, 30, 34-37] that there is a plateau in the spectrum followed by a sharp cut-off after which the amplitudes of the harmonics decrease exponentially. In the section dedicated to HHG, we will provide new results regarding this phenomenon in HDTLS.


Figure 3. Components of the Floquet eigenstates for $\tilde{\omega}_{0}=1$ and for eight different values of the driving amplitude. The logarithmic plots show the 'plateau' structure of these eigenstates, which gives rise to the well-known plateau studied in HHG. The cut-off location ( $N_{e}$ ) follows the approximate rule $N_{e}=2 v-1$.

As one can see directly from figure 3, in most of the cases shown, the Floquet eigenstates show a particular structure with two clearly distinguishable regions. The first region which, in a non-rigorous way, we call the 'irregular' one can be described as corresponding to the Floquet components with $|n| \lesssim N_{e}=2 v-1$ (in the resonant case this is valid if $v \geqslant 1$ ). The amplitude of these Floquet components depends strongly on $n$ and $v$, and there are frequent sign changes. This gives rise to the 'plateau' region typical in HHG. The second region, or the 'regular' one, corresponds to the components with $|n|>N_{e}$, and it is characterized by having amplitudes that decay exponentially with $n$. Also note that the components $K_{n}$ and $Z_{n}$ do not change sign in that region, with $K_{2 n}>0$ and $\operatorname{sg}\left(Z_{2 n-1}\right)=\operatorname{sg}(n)(\operatorname{sg}(x) \equiv x /|x|)$. For other values of $\tilde{\omega}_{0}$, a plateau region was always found whenever $v \gtrsim \sqrt{\tilde{\omega}_{0}}$ (for $\tilde{\omega}_{0} \geqslant 1$ ), in agreement with a similar expression obtained by Kaplan [30] in the limit $\tilde{\omega}_{0} \gg 1$. For $\tilde{\omega}_{0}<1$, the plateau forms for any $v \gtrsim 1$.

A practical comment, derived from the above results, is that the infinite sums in equations (23) can be replaced by finite sums with upper and lower limits given by $\pm 4 v$. This gives a total number of Floquet components for each eigenstate of the order of $8 v$. This clearly means that, if one were to use the Floquet Hamiltonian matrix defined in equation (4) to directly compute the Floquet eigenstates, the minimum required size for that matrix would be $(16 v) \times(16 v)$. From this result it could be argued, from a numerical point of view, that our method should be numerically superior to the diagonalization of the Floquet Hamiltonian (diagonalization is a time-consuming matrix operation). These considerations are, however, of no practical importance in the present case since for a system as simple as the HDTLS, there are no computational difficulties when using any method for any realistic value of the
driving potential (in fact, numerical integration of Schrödinger's equation is probably the fastest method). The importance of our approach is determined by the fact that it provides us with analytical expressions from which a deeper understanding of the dynamics can be obtained.

The expression $N_{e}=2 v-1$, as we will see later, would give a cut-off in the HHG plateau at $N_{\text {cut }}=2 N_{e}=4 v-2$, which differs by two harmonics with the standard result $N_{\text {cut }}=4 v$ found in the previous work [20]. The difference is not significant since our 'cut-off' refers to the position of the harmonic after which there is a monotonic decrease in the strength of the harmonics, whereas in [20] the cut-off refers to the location of the last harmonic with a significant amplitude. Clearly, this last location should be a few harmonics higher than our value.

We now provide a simple derivation of our result, by first looking at the conditions to obtain for $n>0$ a perfectly flat, triple plateau in the components of the Floquet eigenstates. This means that we will assume $K_{n+2}=Z_{n+1}=K_{n}$ (which gives three consecutive components with the same amplitude), for some $n$ even. This condition can be achieved if, from equation (A.10), $v_{a}^{+}(\varepsilon+n)=v_{b}^{+}(\varepsilon+n+1)=v$. From equation (16) we get the condition

$$
n=2 v-1+\frac{\tilde{\omega}_{0}}{2}-\varepsilon
$$

If instead, we had chosen the triple plateau to be of the form $Z_{n+2}=K_{n+1}=Z_{n}$ (for $n$ odd), then the equation for $n$ would be

$$
n=2 v-1-\frac{\tilde{\omega}_{0}}{2}-\varepsilon
$$

If we now apply the same reasoning for a triple cusp to occur in the negative energy components, beginning at the component $-n$, we get the conditions (for $n$ odd and even, respectively)

$$
n=2 v-1+\frac{\tilde{\omega}_{0}}{2}+\varepsilon, \quad n=2 v-1-\frac{\tilde{\omega}_{0}}{2}+\varepsilon .
$$

Clearly, since in general these four equations cannot be (nor we care for them to be) satisfied simultaneously, we instead look for a condition that will produce a simple (possibly) double cusp, both at $N_{e}$ and $-N_{e}$. This would describe the location of the two broad peaks that are, in all cases, at the limit between the 'irregular' and the 'regular' region. For obtaining this symmetric flat cusp condition, we pick the equation that is right in the middle of the set of four equations given above. This equation is clearly

$$
\begin{equation*}
N_{e}=2 v-1, \tag{24}
\end{equation*}
$$

with the nice property that the $\varepsilon$ and the $\tilde{\omega}_{0}$ dependence drops out. This is a result that should work well whenever there is a well-defined 'plateau' region, that is, for $v \geqslant \sqrt{\tilde{\omega}_{0}}$ when $\tilde{\omega}_{0} \geqslant 1$, or $v \geqslant 1$ when $\tilde{\omega}_{0}<1$. As can be seen in figure 3 , for $\tilde{\omega}_{0}=1$ and $v \geqslant 1$, this equation seems to describe well the location of the peaks in the spectrum of an eigenstate that separate the plateau from the exponential decay region. For other values of $\tilde{\omega}_{0}$, it also gives good agreement with the data.

To investigate further the structure of the Floquet eigenstates of this system, we use equation (22), and evaluate at $t=0$,

$$
\begin{align*}
\left|\phi^{-\varepsilon}(0)\right\rangle & =\cos \theta|a\rangle+\sin \theta|b\rangle \\
\left|\phi^{\varepsilon}(0)\right\rangle & =-\sin \theta|a\rangle+\cos \theta|b\rangle \tag{25}
\end{align*}
$$

where, using $K(0)^{2}+Z(0)^{2}=1$, we have defined the angle $\theta$ so that $K(0)=\cos \theta$ and $Z(0)=\sin \theta$.


Figure 4. The upper panel shows the functions $\cos ^{2}(\theta(v))$ and $\sin ^{2}(\theta(v))$, for $\tilde{\omega}_{0}=0.5$. At $t=0$, one of the Floquet eigenstates is given by $\left|\phi^{-\varepsilon}(0)\right\rangle=\cos \theta(v)|a\rangle+\sin \theta(v)|b\rangle$. The lower panel shows the functions $\theta(v)$ (solid line) and $\varepsilon(v)$ (dashed line). The dash-dotted line corresponds to the Struve function $\tilde{\omega}_{0} \frac{\pi}{4} H_{0}(4 v)$. Points A, B, C and D correspond to the values of $v$ for which DL occurs.

We now concentrate on the study of the quantities $\cos \theta(v), \sin \theta(v), \theta(v)$, which, as we will see in the next sections, play an important part in the evolution of the system, and correspondingly in the dynamical localization and harmonic generation of the system. In the following, we will study them for two different values of the parameter $\tilde{\omega}_{0}$ : driving frequency above resonance, for $\tilde{\omega}_{0}=0.5$, and driving frequency below resonance, for $\tilde{\omega}_{0}=2$.

In figures 4 and 5 , we show the results for $\tilde{\omega}_{0}=0.5$ and $\tilde{\omega}_{0}=2.0$, respectively. The upper panels show the dependence of the functions $\cos ^{2}(\theta(v))$ and $\sin ^{2}(\theta(v))$, and the lower panels the functions $\theta(v)$ and $\varepsilon(v)$. As a function of the driving field amplitude $v$, these functions show an oscillatory behaviour, which can be better appreciated in the lower panels, where the function $\theta(v)$ is plotted alongside with $\varepsilon(v)$. An interesting feature of these functions is the fact that in general, and to a good approximation, there seems to be a phase shift of $\approx \pi / 2$ between $\varepsilon(v)$ and $\theta(v)$, which corresponds to a distance of $\Delta v \approx 0.4$ between their maxima. This means that to (almost) every maxima of $\theta(v)$ corresponds a zero of $\varepsilon(v)$ (the DL points) and vice versa, with the only exceptions occurring at the first maxima or the first zero of these functions. Note also that $\theta(v)$ does not oscillate symmetrically around zero, with the clear consequence that the peaks in the functions $\cos ^{2}(\theta(v))$ and $\sin ^{2}(\theta(v))$ have uneven heights, with alternating high and low peaks, although with an overall decrease in height. This alternating pattern of maxima seems to be a general feature of the system, which we have found for all the values of $\tilde{\omega}_{0}$ that we examined.

The DL regime, which can be characterized by the parameter $\alpha^{\prime} \equiv \tilde{\omega}_{0} \min (1,1 / \sqrt{v}) \ll 1$, has been studied in several works. In this regime, the eigenstates of the system [15, 21] were


Figure 5. Same as in figure 4. Low-frequency case, $\tilde{\omega}_{0}=2$.
found to be, at $t=0$, of the form

$$
\begin{align*}
\left|\phi^{-\varepsilon}(0)\right\rangle & =|a\rangle+\tilde{\omega}_{0} \frac{\pi}{4} H_{0}(4 v)|b\rangle, \\
\left|\phi^{\varepsilon}(0)\right\rangle & =-\tilde{\omega}_{0} \frac{\pi}{4} H_{0}(4 v)|a\rangle+|b\rangle, \tag{26}
\end{align*}
$$

where $H_{0}(4 v)$ is the Struve function [38] defined as

$$
\begin{equation*}
H_{0}(4 v) \equiv \frac{4}{\pi} \sum_{n=0}^{\infty} \frac{J_{2 n+1}(4 v)}{2 n+1} \tag{27}
\end{equation*}
$$

In the lower panels in figures 4 and 5, we have plotted using a dash-dotted line the function $\tilde{\omega}_{0} \frac{\pi}{4} H_{0}(4 v)$. As it was expected, since in the DL regime $\sin \theta \ll 1$, then $\sin \theta \approx \theta$, and therefore $\theta(v) \rightarrow \tilde{\omega}_{0} \frac{\pi}{4} H_{0}(4 v)$. The convergence of $\theta(v)$ to the Struve function is clearly slower for bigger values of $\tilde{\omega}_{0}$. It is however rather remarkable that this function seems to approximate well the function $\theta(v)$ much before the DL regime $\left(\alpha^{\prime} \ll 1\right)$ is reached. For $\tilde{\omega}_{0}=0.5$ and $v=1$, which gives $\alpha^{\prime}=0.5 \lesssim 1$, we already see a good agreement between those two functions. One can also see from figures 4 and 5 that the Struve function, even in the low-frequency case ( $\tilde{\omega}_{0}=2$ ), correctly gives the height of the maxima in $\theta(v)$, with the difference between those two functions being mostly a phase difference that tends to zero as $v \rightarrow \infty$. From the asymptotic form of the Struve function in the limit $v \rightarrow \infty$, we obtain
$\theta(v) \sim \tilde{\omega}_{0} \frac{\pi}{4} \sqrt{\frac{1}{2 \pi v}} \sin (4 v-\pi / 4) \approx \alpha \sin (4 v-\pi / 4) \quad$ for $\quad v \rightarrow \infty$,
where we defined $\alpha \equiv \sqrt{\pi / 32} \alpha^{\prime}=\sqrt{\pi / 32} \frac{\tilde{\omega}_{0}}{\sqrt{v}}$, for $v>1$. From now on we call $\alpha$ the 'DL parameter'. Equation (28) establishes a nice connection between the DL parameter and the amplitude of the oscillations in the function $\theta(v)$.

### 3.3. Time-evolution operator

To find out the time evolution of an initial state of the form $|a\rangle$ or $|b\rangle$, we can use the eigenstates at time $t=0$, as given by equation (25). From that equation we can express $|a\rangle$ and $|b\rangle$ in the form

$$
\begin{align*}
|a\rangle & =\cos \theta\left|\phi^{-\varepsilon}(0)\right\rangle-\sin \theta\left|\phi^{\varepsilon}(0)\right\rangle \\
|b\rangle & =\sin \theta\left|\phi^{-\varepsilon}(0)\right\rangle+\cos \theta\left|\phi^{\varepsilon}(0)\right\rangle \tag{29}
\end{align*}
$$

From these, it is now straightforward to construct two orthogonal solutions to Schrödinger's equation which, at $t=0$, correspond to each one of the eigenstates of $H_{0}$ :

$$
|a(t)\rangle=\mathrm{e}^{\mathrm{i} \varepsilon t} \cos \theta\left|\phi^{-\varepsilon}(t)\right\rangle-\mathrm{e}^{-\mathrm{i} \varepsilon t} \sin \theta\left|\phi^{\varepsilon}(t)\right\rangle
$$

and

$$
\begin{equation*}
|b(t)\rangle=\mathrm{e}^{\mathrm{i} \varepsilon t} \sin \theta\left|\phi^{-\varepsilon}(t)\right\rangle+\mathrm{e}^{-\mathrm{i} \varepsilon t} \cos \theta\left|\phi^{\varepsilon}(t)\right\rangle \tag{30}
\end{equation*}
$$

where $|a(0)\rangle=|a\rangle$ and $|b(0)\rangle=|b\rangle$. Using equation (22) into above expressions, we get
$|a(t)\rangle=\left[\cos \theta K(t) \mathrm{e}^{\mathrm{i} \varepsilon t}+\sin \theta Z^{*}(t) \mathrm{e}^{-\mathrm{i} \varepsilon t}\right]|a\rangle+\left[\cos \theta Z(t) \mathrm{e}^{\mathrm{i} \varepsilon t}-\sin \theta K^{*}(t) \mathrm{e}^{-\mathrm{i} \varepsilon t}\right]|b\rangle$
and
$|b(t)\rangle=\left[\sin \theta K(t) \mathrm{e}^{\mathrm{i} \varepsilon t}-\cos \theta Z^{*}(t) \mathrm{e}^{-\mathrm{i} \varepsilon t}\right]|a\rangle+\left[\sin \theta Z(t) \mathrm{e}^{\mathrm{i} \varepsilon t}+\cos \theta K^{*}(t) \mathrm{e}^{-\mathrm{i} \varepsilon t}\right]|b\rangle$.
The time-evolution operator for this system, which is defined by the equation $|\Psi(t)\rangle=$ $U(t, 0) \| \Psi(0)\rangle$, can be extracted, in the basis $\{|a\rangle,|b\rangle\}$, directly from the above expressions

$$
U_{a b}(t, 0)=\left[\begin{array}{cc}
u_{a a}(t) & -u_{b a}^{*}(t)  \tag{32}\\
u_{b a}(t) & u_{a a}^{*}(t)
\end{array}\right],
$$

where

$$
\begin{align*}
& u_{a a}(t)=\cos \theta K(t) \mathrm{e}^{\mathrm{i} \varepsilon t}+\sin \theta Z^{*}(t) \mathrm{e}^{-\mathrm{i} \varepsilon t} \\
& u_{b a}(t)=\cos \theta Z(t) \mathrm{e}^{\mathrm{i} \varepsilon t}-\sin \theta K^{*}(t) \mathrm{e}^{-\mathrm{i} \varepsilon t} \tag{33}
\end{align*}
$$

The subindex $a b$ in $U_{a b}$ is there to remind us of the basis used to represent the time-evolution operator.

Another way to arrive at the same result is by making use of the general expression (equation (27) in [39])

$$
\begin{equation*}
U(t, 0)=\Phi(t) \mathrm{e}^{-\mathrm{i} \Lambda t} \Phi^{-1}(0) \tag{34}
\end{equation*}
$$

where the columns of the Floquet matrix $\Phi(t)$ are the components of the Floquet eigenstates of the system and $\Lambda$ is a diagonal matrix whose components are the quasi-energies. For our system, from equation (22), the Floquet matrix is

$$
\Phi(t)=\left[\begin{array}{cc}
K(t) & -Z^{*}(t)  \tag{35}\\
Z(t) & K^{*}(t)
\end{array}\right]
$$

and $\Lambda=-\varepsilon \sigma_{z}$.

## 4. Dynamic localization

It is interesting to study the situation where the system's initial state is a superposition of the eigenstates of $H_{0}$. In particular, and in the context of quantum wells, a particularly interesting initial state is one in which the electron is localized in one of the wells. Such an initial state corresponds to $|\Psi(0)\rangle=|1\rangle \equiv \frac{1}{\sqrt{2}}(|a\rangle+|b\rangle)$ or $|\Psi(0)\rangle=|2\rangle \equiv \frac{1}{\sqrt{2}}(|a\rangle-|b\rangle)$. In this case, we are interested in calculating the probability to find the system at that same location
after a time $t$. The solution can be found by applying the transformation $V=\frac{1}{\sqrt{2}}\left(\sigma_{z}+\sigma_{x}\right)$, which corresponds to the change of basis $\{|a\rangle,|b\rangle\} \rightarrow\{|1\rangle,|2\rangle\}$, to the evolution matrix in equation (32). The resulting matrix, $U_{12}=V U_{a b} V^{-1}$, can be written as

$$
U_{12}(t, 0)=\left[\begin{array}{cc}
u_{11}(t) & -u_{21}^{*}(t)  \tag{36}\\
u_{21}(t) & u_{11}^{*}(t)
\end{array}\right],
$$

with

$$
\begin{align*}
& u_{11}=\operatorname{Re}\left(u_{a a}\right)+\mathrm{i} \operatorname{Im}\left(u_{b a}\right),  \tag{37}\\
& u_{21}=\operatorname{Re}\left(u_{b a}\right)-\mathrm{i} \operatorname{Im}\left(u_{a a}\right) .
\end{align*}
$$

It is a well-known fact that DL occurs only at the points where the quasi-energies vanish, i.e. $\varepsilon(v)=0$ (we will refer to these particular values of the amplitude $v$ as the DL points). At these particular values of driving field amplitude $v$, as it can be seen from equations (32) and (33), the dynamics of the system becomes strictly periodic, with period $2 \pi / \omega$, for any initial condition. The points where $\sin \theta(v)=0$ also produce a periodic evolution of the system (except for an overall time-dependent phase factor), but only for the particular initial conditions $|\Psi(0)\rangle=|a\rangle$ or $|\Psi(0)\rangle=|b\rangle$.

To study the system at the DL points, we will look at the quantity $\left|u_{11}(t)\right|^{2}$, which gives the probability that the system, if localized in a well (e.g. $|1\rangle$ ) at time $t=0$, would remain in that well at a later time $t$. For $\varepsilon(v)=0$ and from equations (33) and (37), we get
$u_{1,1}(t)=\cos \theta[\operatorname{Re}(K(t))+\mathrm{i} \operatorname{Im}(Z(t))]+\sin \theta[\operatorname{Re}(Z(t))+\mathrm{i} \operatorname{Im}(K(t))], \quad$ at DL points.

Since this probability is periodic, $u_{1,1}(0)=u_{1,1}(2 \pi / \omega)=1$, it is interesting to see what is the value of this function half-way through a cycle of the field, that is, for $\omega t=\pi$. From equation (A.9) we can deduce that $K(\pi / \omega)=K(0)=\cos \theta$ and $Z(\pi / \omega)=-Z(0)=-\sin \theta$. Using this, we get from the above equation

$$
\begin{equation*}
u_{1,1}(\pi / \omega)=\cos \theta^{2}-\sin \theta^{2}=\cos (2 \theta), \quad \text { at DL points. } \tag{39}
\end{equation*}
$$

We will show in the following figures that the function $\cos (2 \theta)$ plays an important role in quantifying the localization of the system at the DL points.

In the lower panels of figures 4 and 5, we have placed dots on the quasi-energy functions $\varepsilon(v)$, at different values of $v$. In the upper panels in figures 6 and 7 , we show, for each one of those points, the corresponding probability $\left|u_{1,1}(t)\right|^{2}$, as given by equations (33) and (37). This probability gives the location of the particle, as a function of time, when starting from the initial state $|1\rangle$. In figure 6 , we study the case $\tilde{\omega}_{0}=0.5$. In this plot, one can see that the probability evolves in a manner that is similar to the high-frequency regime which has been studied in the literature. The function can be described as being of the form $\cos (\varepsilon t)+$ small time-periodic oscillations. Clearly, at the DL points (A, B, C, D), when $\varepsilon=0$, the probability is exactly periodic (period $2 \pi / \omega$ ) and oscillates between 1 and a value that depends on the driving field amplitude $v$ and $\tilde{\omega}_{0}$. As derived before, in the middle of the driving period, the probability $\left|u_{1,1}\right|^{2}=\cos ^{2}(2 \theta(v))$.

Given the correspondence between the maxima of $\theta(v)$ and the zeros of $\varepsilon(v)$, we can conclude that the minima of the function $\cos ^{2}(2 \theta(v))$ tell us the value of the probability $\left|u_{1,1}(t)\right|^{2}$ half-way through the driving field period $(t=\pi / \omega)$, at the corresponding DL point (with the exception of point A). This value of $\left|u_{1,1}(t)\right|^{2}$ is very important because it gives us information about the extent to which the particle is localized when the DL points are reached. As we can see in the lower panels of figures 6 and 7 , when the function $\left|u_{1,1}(t)\right|^{2}$ has a local minimum at $t=\pi / \omega$, then $\cos ^{2}(2 \theta(v))$ is close to the absolute minimum value that $\left|u_{1,1}(t)\right|^{2}$ reaches throughout a whole period, $P_{l}=\min \left(\left|u_{1,1}(t)\right|^{2}\right)$. It is therefore an


Figure 6. The probability to remain in the initial state $|1\rangle$ as a function of time $(\tau=\omega t)$, for nine different values of the driving amplitude and for $\tilde{\omega}_{0}=0.5$. The lower panels show that the function $\cos ^{2}(2 \theta(v))$, at the DL points (A, B, C, D), gives a good approximation to the amount of localization $P_{l}$ in this system. $\quad P_{l}=\min \left(\left|u_{11}(\tau)\right|^{2}\right)$. In the lower-left panel, the function $\cos ^{2}\left(2 \tilde{\omega}_{0} \frac{\pi}{4} H_{0}(4 v)\right)$ is shown with a dash-dotted line for comparison.
important number for describing the amount of localization in the system. When the function $\left|u_{1,1}(t)\right|^{2}$ has a local maximum at $t=\pi / \omega$, then $\cos ^{2}(2 \theta(v))$ is still equal to that value but this is not necessarily close to $P_{l}$ (especially when we are far from the DL regime). This is the case at points B and D in those figures. Surprisingly, however, $P_{l}$, for cases B and D, is given, to a good approximation, by the value of the function $\cos ^{2}(2 \theta(v))$ at the minima that corresponds to the next DL point. We do not know why this should be so but it was found to be the case in all the cases that we examined. According to this, the DL points can be grouped in pairs, with $(\mathrm{B}, \mathrm{C})$ having a similar amount of localization, given by $\cos ^{2}\left(2 \theta\left(v_{c}\right)\right)$, points (D, E) with a localization given by $\cos ^{2}\left(2 \theta\left(v_{E}\right)\right)$, and so on. It is therefore the deeper minima in $\cos ^{2}(2 \theta(v))$ that give us directly the amount of localization in the system.

An interesting question to ask, because of practical applications, is whether there is a simple relationship between the amount of localization $P_{l}, \tilde{\omega}_{0}$ and $v$. In other words, given a particular amount of localization $P_{l}$, and a given $\tilde{\omega}_{0}$, what is the required driving field amplitude for the system to achieve such level of localization? To answer this question in the DL regime (where we expect a high level of localization, $P_{l} \lesssim 1$ ), one can use equation (28) to derive an approximate relationship between $P_{l}, \tilde{\omega}_{0}$ and $v$. At the maxima of $\theta(v)$ (DL points), $\theta(v) \sim \alpha$, which gives $P_{l}=\cos ^{2}(2 \theta) \approx 1-4 \theta^{2}=1-\frac{\pi}{8} \frac{\tilde{\omega}_{0}^{2}}{v}$, from which one finally gets

$$
\begin{equation*}
v \approx \frac{\pi \tilde{\omega}_{0}^{2}}{8\left(1-P_{l}\right)} \tag{40}
\end{equation*}
$$



Figure 7. As in figure 6. Low-frequency case, $\tilde{\omega}_{0}=2$.

A remarkable feature of this simple equation, which has been derived assuming $v>1, \alpha \ll 1$, is that it already gives good results even for a localization as low as $P_{l}=0.5$, with the accuracy improving further for higher values of $P_{l}$. For $P_{l}=0.5$ the result is $v \sim 0.78 \tilde{\omega}_{0}^{2}$, for $P_{l}=0.9$ one obtains $v \sim 4 \tilde{\omega}_{0}^{2}$ and for $P_{l}=0.99$ it gives $v \sim 40 \tilde{\omega}_{0}^{2}$. It is interesting to compare equation (40) with the results obtained for the localization of a two-level system driven by a square wave [40].

## 5. High-order harmonic generation

A two-level model can be an accurate representation of the dynamics in an atom in a laser field, provided that all other atomic levels are weakly coupled to the radiation and do not affect the dynamics significantly. In very strong fields, this is likely not to be the case; however, the HDTLS is an important idealization which helps understand basic concepts and phenomena present in more complicate systems. In this section, we will use our previous results and derive an exact and previously unknown expression for the expected value of the dipole moment of this system, in which there is an explicit dependence on the initial state and on the other parameters of the problem.

The expected value of the dipole moment of the system can be calculated from the expression

$$
\begin{equation*}
\langle d(t)\rangle=\langle\Psi(t)| X|\Psi(t)\rangle=\mu\langle\Psi(0)| \sigma_{x}(t)|\Psi(0)\rangle, \tag{41}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma_{x}(t) \equiv U_{a b}(t)^{\dagger} \sigma_{x} U_{a b}(t) \tag{42}
\end{equation*}
$$

and using equations (32), we get

$$
\sigma_{x}(t)=\left[\begin{array}{cc}
\operatorname{Re}\left[u_{a a}^{*}(t) u_{b a}(t)\right] & {\left[u_{a a}^{2}(t)-u_{b a}^{2}(t)\right]^{*}}  \tag{43}\\
u_{a a}^{2}(t)-u_{b a}^{2}(t) & -\operatorname{Re}\left[u_{a a}^{*}(t) u_{b a}(t)\right]
\end{array}\right] .
$$

For a general initial condition of the form $|\Psi(0)\rangle=c_{a}|a\rangle+c_{b}|b\rangle$, we get
$\langle d(t)\rangle / \mu=\operatorname{Re}\left[u_{a a}^{*}(t) u_{b a}(t)\right]\left(\left|c_{a}\right|^{2}-\left|c_{b}\right|^{2}\right)+2 \operatorname{Re}\left[c_{a} c_{b}^{*}\left(u_{a a}^{2}(t)-u_{b a}^{2}(t)\right)\right]$.
If we now define the following time-periodic functions:

$$
\begin{array}{ll}
R(t) \equiv \operatorname{Re}(K(t)) \operatorname{Re}(Z(t))+\operatorname{Im}(K(t)) \operatorname{Im}(Z(t)) & \text { (odd harmonics), } \\
Q(t) \equiv \operatorname{Re}(K(t)) \operatorname{Im}(K(t))-\operatorname{Re}(Z(t)) \operatorname{Im}(Z(t)) & \text { (even harmonics) }  \tag{45}\\
P(t) \equiv \operatorname{Im}(K(t))^{2}+\operatorname{Re}(Z(t))^{2} & \text { (even harmonics), }
\end{array}
$$

then, using this, and plugging equations (33) into equation (44), we obtain (after some lengthy algebra) the final expression

$$
\begin{align*}
\langle d(t)\rangle / \mu=[- & \sin (2 \theta) \cos (2 \epsilon t)+2 \cos (2 \theta) R(t)+2 \sin (2 \theta) \sin (2 \epsilon t) Q(t) \\
& +2 \sin (2 \theta) \cos (2 \epsilon t) P(t)]\left(\left|c_{a}\right|^{2}-\left|c_{b}\right|^{2}\right) \\
& +[\cos (2 \theta) \cos (2 \epsilon t)+2 \sin (2 \theta) R(t)-2 \cos (2 \theta) \sin (2 \epsilon t) Q(t) \\
& -2 \cos (2 \theta) \cos (2 \epsilon t) P(t)] \operatorname{Re}\left(2 c_{a} c_{b}^{*}\right) \\
& +[-\sin (2 \epsilon t)-2 \cos (2 \epsilon t) Q(t)+2 \sin (2 \epsilon t) P(t)] \operatorname{Im}\left(2 c_{a} c_{b}^{*}\right) . \tag{46}
\end{align*}
$$

The quantities $\theta, \varepsilon, P(t), Q(t), R(t)$ depend on $v$, even though we do not explicitly indicate so in this notation. Following the terminology in [15], we will refer to the case $\left|c_{a}\right|=1$ or $\left|c_{b}\right|=1$ (and therefore $c_{a} c_{b}^{*}=0$ ) as the 'optical' initial condition (OIC), to the case $c_{a}= \pm c_{b}$ as the 'tunnelling' initial condition (TIC) and to the case $c_{a}= \pm \mathrm{i} c_{b}$ as the 'complex tunnelling' initial condition (CTIN).

From the expectation value of the dipole moment, one can obtain the (coherent) emission spectrum of the system from the expression $|d(\Omega)|^{2}=\left|\frac{1}{T} \int_{t_{0}}^{t_{0}+T} \mathrm{~d} t \mathrm{e}^{\mathrm{i} \Omega t}\langle d(t)\rangle\right|^{2}$.

Equation (46) deserves many comments. Note that, in general, there is low-frequency generation, with frequency $2 \varepsilon$ for all initial conditions. Only at some particular driving amplitudes this cannot happen: for OIC the low-frequency component can be suppressed when $\sin (2 \theta)=0$; for TIC only when $\cos (2 \theta)=0$. There is always low-frequency generation at any driving amplitude for CTIC. There is odd-harmonics generation at frequencies $(2 n-1) \omega$ due to the terms with $R(t)$. These harmonics are generated except when $\cos (2 \theta)=0$ for OIC and except when $\sin (2 \theta)=0$ for TIC. Interestingly enough, CTIN cannot generate odd harmonics. Hyper-Raman lines occur at frequencies $2 n \omega \pm 2 \varepsilon$ and are due to the presence of terms $\sin (2 \epsilon t) Q(t), \cos (2 \epsilon t) Q(t), \sin (2 \epsilon t) P(t)$ or $\cos (2 \epsilon t) P(t)$. They are generated except when $\sin 2 \theta(v)=0$ for OIC and except when $\cos 2 \theta(v)=0$ for TIC. They are always present for CTIC.

The presence of odd harmonics and hyper-Raman lines in the dipole expression for the HDTLS is interesting. For a general driven Hamiltonian that possesses the dynamical symmetry $H(x, t)=H(-x, t+\tau / 2)$, it has been proven non-perturbatively [41] that the HHG from a Floquet eigenstate consists of only odd harmonics. Our Hamiltonian, equation (14), is certainly of this kind since the quantum operator that corresponds to $x$ is $\sigma_{x}$, and therefore, if $\sigma_{x} \rightarrow-\sigma_{x}$ and $t \rightarrow t+\tau / 2$, the Hamiltonian in equation (14) remains the same. According to this, a good check for our result can be done by replacing in equation (46) the initial condition $c_{a}=\cos \theta, c_{b}=\sin \theta$ which corresponds to the initial state being already a Floquet eigenstate (see equation (25)). After doing that, one obtains $\langle d(t)\rangle / \mu=2 R(t)$, which means that this
state only generates odd harmonics, in agreement with the dynamical symmetry arguments developed in the above citation.

The fact that in all HHG experiments using gases (the atomic potential with the laser interaction possesses dynamical symmetry) only odd harmonics are found, shows that only one Floquet eigenstate is excited by the laser pulse, a situation that would be typical for most pulses where the envelope is smooth enough and the OIC applies. As our result (46) shows, for OIC and even when the system has dynamical symmetry (like our HDTLS), it is still possible to generate both hyper-Raman frequencies and odd harmonics when the pulse envelope is not smooth. This is the case in our calculation where we have assumed instantaneous turn-on of the driving field. Hyper-Raman lines have also been found in numerical calculations for a double quantum well [42].

Our above result shows that the kind of harmonic present in the spectrum (low frequency, odd harmonics and hyper-Raman lines) is dependent on the initial condition, the two-level energy spacing, the frequency and the driving field amplitude. In addition to this, and in the case of abrupt turn-on, the phase of the driving field should also be important. In this work, we have chosen a driving field of the form $\cos (\omega t)$; for the case $\sin (\omega t)$ with abrupt turn-on, see [35] where it was also found that the initial state of the system affects the generation of odd harmonics and hyper-Raman frequencies.

It is interesting to check our results for the time-dependent dipole moment of the system in the DL regime. As we showed before, in the limit of perfect DL, where $v \rightarrow \infty$ or $\tilde{\omega}_{0} \rightarrow 0$, one gets $\theta=0, K(t)$ becomes pure real, $Z(t)$ becomes pure imaginary, and therefore $R(t)=Q(t)=P(t)=0$. The result for the dipole moment is therefore
$\langle d(t)\rangle / \mu=\cos (2 \epsilon t) \operatorname{Re}\left(2 c_{a} c_{b}^{*}\right)-\sin (2 \epsilon t) \operatorname{Im}\left(2 c_{a} c_{b}^{*}\right)=2\left|c_{a} c_{b}\right| \cos (2 \varepsilon t+\gamma)$,
with $\gamma$ being the phase difference between $c_{a}$ and $c_{b}$. This is the zeroth-order expression in the first-order perturbative results obtained by Delgado and Gomez Llorente [22]. Clearly, in this limit there is no HHG. From this it is clear that in the case of a driven two-level system, DL and HHG are at odds; the greater the localization, the smaller the HHG. As one increases the amplitude of the driving field, one would expect the strength of any line in the emission spectrum of this system (except the low-frequency one) to initially increase, then plateau (with fluctuations) and finally decrease as $v$.

Near the DL regime, we can obtain some expressions and compare them with the perturbative results obtained in other works $[15,20,22]$. For $v>1$ and $\alpha=\sqrt{\frac{\pi}{32}} \frac{\tilde{\omega}_{0}}{\sqrt{v}}$, we found that the behaviour of the functions $K(t)$ and $Z(t)$ is

$$
\begin{align*}
& K(t) \approx \operatorname{Re}(K(t))+\mathrm{i} \alpha \kappa(t) \\
& Z(t) \approx \alpha \zeta(t)+\mathrm{i} \operatorname{Im}(Z(t)) \tag{48}
\end{align*}
$$

Here $\kappa(t)$ and $\zeta(t)$ are periodic functions (even and odd, respectively) with amplitude close to 1 . As we have shown before, in this regime, the amplitude of the oscillations in the function $\theta(v)$ is also proportional to $\alpha$. According to this, and using equation (45), we see that in this regime, $R(t) \propto \alpha, Q(t) \propto \alpha, P(t) \propto \alpha^{2}$. We now rewrite equation (46) in a form that makes evident the magnitude of the different terms that contribute to the dipole moment,

$$
\begin{align*}
\langle d(t)\rangle \approx & {\left[-\alpha \tilde{\theta} \cos (2 \epsilon t)+\alpha \tilde{R}(t)+2 \alpha^{2} \tilde{\theta} \sin (2 \epsilon t) \tilde{Q}(t)+2 \alpha^{3} \tilde{\theta} \cos (2 \epsilon t) \tilde{P}(t)\right]\left(\left|c_{a}\right|^{2}-\left|c_{b}\right|^{2}\right) } \\
& +\left[\cos (2 \epsilon t)-2 \alpha \sin (2 \epsilon t) \tilde{Q}(t)+4 \alpha^{2} \tilde{\theta} \tilde{R}(t)-2 \alpha^{2} \cos (2 \epsilon t) \tilde{P}(t)\right] \operatorname{Re}\left(2 c_{a} c_{b}^{*}\right) \\
& +\left[-\sin (2 \epsilon t)-2 \alpha \cos (2 \epsilon t) \tilde{Q}(t)+2 \alpha^{2} \sin (2 \epsilon t) \tilde{P}(t)\right] \operatorname{Im}\left(2 c_{a} c_{b}^{*}\right), \tag{49}
\end{align*}
$$

where $\tilde{R}(t)=R(t) / \alpha, \tilde{Q}(t)=Q(t) / \alpha, \tilde{P}(t)=P(t) / \alpha^{2}$ and $\tilde{\theta}=\theta / \alpha \sim \sin (4 v-\pi / 4)$. From this expression we can see that in the DL regime OIC generates low frequency and odd-harmonics radiation to second order in $\alpha$ and that hyper-Raman generation is fourth order


Figure 8. The emission spectrum of the system, for the optical initial condition and for two values of the driving amplitude: $v=4.5$ corresponds to a DL point and $v=4.15$ gives $\theta(4.15)=0$. The Fourier components of $\langle d(t)\rangle$ are connected with a continuous line for better visualization.
in this parameter. For TIC there is strong low-frequency generation independent of any of the parameters of the system (provided we are in DL regime), hyper-Raman generation is second order and odd-harmonic generation is fourth order in $\alpha$. For CTIC the situation is similar to TIC except that no odd-harmonic radiation is produced.

As mentioned before, from the general expression for the dipole moment, since $\varepsilon=\varepsilon(v)$ and $\theta=\theta(v)$, with successive points where either $\theta(v)$ or $\varepsilon(v)$ vanish, there is a lot of variation in the composition (in terms of odd harmonics and hyper-Raman lines) of the spectrum of this system as a function of the amplitude of the driving field. The interesting exception being the CTIC where odd harmonics are never generated.

In figures $8-10$, we show the emission spectrum for three distinct initial conditions (OIC, TIC, CTIC) and for two values of the driving field amplitude. What is common to all these plots is the typical profile of harmonic generation that has been found theoretically and experimentally in different systems. It consists of a plateau where the amplitudes are of similar magnitude (fluctuations are of one to two orders of magnitude typically), followed by a frequency cut-off after which the harmonic amplitudes decay very quickly (exponentially in $n \omega)$.

From the structure of the Floquet eigenstates, like the one shown in figure 3, one can see that there is a cut-off in the harmonic components of the eigenstates, which occurs at $N_{e}=2 v-1$ (for $v \geqslant 1$ ). The location of the cut-off in the emission spectrum of the system follows from the location of the cut-off in the eigenstates, since the functions $R(t), Q(t), P(t)$ are second order in the eigenstates components. $R(t), Q(t), P(t)$ therefore have cut-offs at $N_{\text {cut }}=2 N_{e}=4 v-2$. This is the same cut-off that we expect to see in the emission spectrum of the system.

As we can see in figures 8-10, this result describes quite well the location of the last peak before the components start to decay exponentially. The linear dependence of $N_{\text {cut }}$ on the


Figure 9. Tunnelling initial condition; other parameters are the same as in figure 8.


Figure 10. Complex tunnelling initial condition; parameters are the same as in figures 8 and 9 .
amplitude of the field implies that $N_{\text {cut }} \propto \sqrt{I}$, where $I$ is the intensity of the field. This result is expected for HHG in systems where bound-bound transitions are dominant [46, 47]. For dominant bound-continuum transitions [48], $N_{\text {cut }} \propto I$.

In figure 8, we show the emission spectrum for OIC and for two different values of the driving amplitude. For $v=4.15$ (which gives $\theta \approx 0$ ), we see, from the first line of equation (49), that one expects no low-frequency component, odd harmonics and no
hyper-Raman lines. For $v=4.5$ (which gives $\varepsilon \approx 0$ ), we obtain a strong low-frequency component, strong odd-harmonics components and very weak even-harmonics components that are due to the function $P(t)$ only (since at $\varepsilon=0, \sin (2 \epsilon t)=0$ and therefore $Q(t)$ does not contribute to the spectrum). This is a special case since in general, in this regime, $Q(t)$ 's contribution to $|d(\Omega)|^{2}$ is two orders of magnitude larger than the one from $P(t)$.

In figure 9, we show the emission spectrum for TIC for the same values of $v$ as before. In the $\theta=0$ case, we can see, from the second line in equation (49), that there is a strong lowfrequency component ( $\Omega= \pm 2 \varepsilon$ ), no odd harmonics and hyper-Raman lines ( $\Omega=2 n \pm 2 \varepsilon$ ). For the case $\varepsilon=0$, there is a zero-frequency component and also odd and even harmonics of the same magnitude.

Finally, in figure 10, we show the case when the initial condition is CTIC. From the third line in equation (49) we see that, for the case $\theta=0$, we should get a strong low-frequency component and hyper-Raman lines. For the $\varepsilon=0$ case, there is no static component, only even harmonics.

For the characteristic plateau of HHG to appear, it was shown [30] that $v \geqslant \sqrt{\tilde{\omega}_{0}}$. In this region we have found numerically that $\cos (2 \theta) \neq 0$, which means that in OIC, overall, the odd harmonics are much more stable with respect to changes in the driving amplitude than the hyper-Raman lines, which as a whole, do fluctuate with $v$ (following the behaviour of $\sin (2 \theta)$ ). As one approaches the DL regime, the odd harmonics will dominate the spectrum for OIC (which is the initial condition most easily obtained experimentally). It is easy to derive an estimate for the conditions under which odd harmonics will dominate over hyper-Raman lines for OIC. For that we take $\alpha \geqslant 0.1$, so that there is at least one order of magnitude difference in their contributions to equation (49). From $\alpha=\sqrt{\frac{\pi}{32}} \frac{\tilde{\omega}_{0}}{\sqrt{v}}$, one gets the estimate

$$
v \gtrsim 10 \tilde{\omega}_{0}^{2} .
$$

When this condition is satisfied, odd harmonics will clearly dominate the spectrum in the OIC.
Determining the harmonic generation when the system interacts with a pulse with a smooth turn-on envelope is a simple procedure. It involves finding the projection of the initial state onto the Floquet eigenstates corresponding to the limit $v \rightarrow 0$. After this, one determines how each Floquet eigenstate evolves (adiabatically) with an increasing amplitude of the pulse. Finally, when the pulse has reached its maximum amplitude, one finds the harmonic generation due to this stationary state, by projecting back onto the basis $\{|a\rangle,|b\rangle\}$ (which gives $c_{a}$ and $c_{b}$ ) and then inserting this into equation (46). For corrections to this adiabatic approximation, one can follow the work in [27].

## 6. Summary and conclusions

In this work, we used a complete Floquet-Green operator formalism for the analytical solution of a harmonically driven two-level system. From this operator, we were able to completely solve the system and obtain the quasi-energies and the eigenstates in terms of continued fractions.

We were able to obtain analytical expressions for the components of the Floquet eigenstates and from them we constructed the time-evolution operator of this system. The structure of the eigenstates revealed a characteristic pattern, with an 'irregular' region where the components are sensitive to small changes in $v$, change sign and have zeros, and a 'regular' region where the components depend less sensitively on $v$, and decay exponentially with the frequency $n \omega$. The cut-off frequency that divides the two regions and gives the position of the largest Floquet component of the eigenstates is proportional to the driving field strength $v, N_{e}=2 v-1$, a result that is valid for any $\tilde{\omega}_{0}\left(\operatorname{provided} v>\sqrt{\tilde{\omega}_{0}}\right)$.

From the time-evolution operator, we were able to study dynamic localization, which is one of the important features of this Hamiltonian. It is known that DL is obtained at values of the driving field strength for which the quasi-energies vanish. In quantum computation, this localization mechanism can be of great importance for controlling the state of a q-bit (e.g. a double quantum well), since the amount of tunnelling of an electron between two adjacent wells can be varied with the intensity of the driving field. In this work, we obtained a correlation between the DL points and the maxima of the quantity $\theta(v)$ that describes the Floquet eigenstates of the system. Also, the value of the function $\cos ^{2}(2 \theta(v))$, at its lowest minima, was found to give a good approximation to the degree of localization of the system at the corresponding DL points. Interestingly, these points appear in pairs with similar degrees of localization corresponding to each pair. We also found the approximate equation

$$
v \approx \frac{\pi \tilde{\omega}_{0}^{2}}{8\left(1-P_{l}\right)}
$$

which, at the DL points, relates the degree of localization $P_{l}$, with the energy level difference $\omega_{0}$, and the amplitude $v$ of the driving field (all quantities in units of $\hbar \omega$ ). This equation can be used to easily estimate the amount of localization achievable in this system for a given set of parameters.

For the study of HHG in this system, we calculated the expected value of the dipole moment which revealed that the emission spectrum, in general, can contain low-frequency components, odd harmonics and hyper-Raman lines. The particular components and their amplitudes depend strongly on the initial state of the system and on the specific driving field amplitude. We found that there exists an initial condition (CTIC) of the driven two-level system for which no odd harmonics can be generated at any driving field strength. For each one of the 'pure' initial conditions, namely OIC, TIC or CTIC, the driving amplitudes where $\theta(v)=0$ produce either only hyper-Raman lines or only odd harmonics, depending on the particular initial condition. For all other driving amplitudes, there will be in general generation of both kinds of frequencies (except for CTIC). When the initial condition is a Floquet eigenstate (which is equivalent to the smooth turn-on case for OIC), we found that only odd harmonics are generated, a result that is expected from the dynamical symmetry of the Hamiltonian. In general, we can say that the emission spectrum of the driven two-level system is sensitive to different parameters, such as the initial preparation, the amplitude of the driving and its phase.

For small values of $\alpha$, but still not deep into the DL regime, we obtained an equation which directly relates the emission spectrum with the localization parameter $\alpha$. We showed the different magnitude of the terms that give low frequency, odd harmonics and hyper-Raman lines (which become even harmonics at the degeneracy points). In the optical initial condition (OIC), we found that odd-harmonics generation is stronger, the hyper-Raman lines are weaker and even nonexistent for particular values of the driving field amplitude (when $\theta(v)=0$ ). For tunnelling initial condition (TIC), hyper-Raman lines dominate, except at the DL points $(\varepsilon=0)$, where even and odd harmonics have approximately the same amplitude. For complex tunnelling initial condition (CTIC), no odd harmonics are generated.

Well inside the dynamic localization regime, odd harmonics are exclusively generated in the optical initial condition and hyper-Raman lines only occur in the tunnelling initial conditions (TIC and CTIC). In this regime of high localization, HHG decreases with decreasing $\alpha$, a situation that clearly places both effects on opposite sides of the parameter space, although with significant overlap between them. In general, for a driven two-level system, the strongest HHG should occur for higher values of $\tilde{\omega}_{0}$ and for driving amplitudes $v \lesssim 10 \tilde{\omega}_{0}^{2}$ (for $\alpha>0.1$ ). For strong DL, smaller values of $\tilde{\omega}_{0}$ and/or bigger values of $v$ are required, $v \gtrsim 10 \tilde{\omega}_{0}^{2}$
(for $\alpha<0.1$ ). Strong HHG in a two-level system is an eminently non-linear, non-perturbative phenomenon.

The HDTLS has been shown to be useful in understanding basic features of the interaction of light with matter, even though, clearly, the full complexity of the general processes in atoms and molecules cannot be accounted for with this model. The model predicts an emission spectrum with a plateau and a cut-off frequency, whose location depends on the square root of the intensity of the driving field (since $N_{\text {cut }} \propto v \propto E \propto \sqrt{I}$ ). Such dependence has been found in systems where bound-bound transitions account for most of the HHG [46, 49]. For the case of charge-resonant states of odd-charge molecular ions, it has also been argued [20] that this simple two-level model can account for the behaviour of these molecules in a strong laser pulse. A square-root dependence of the cut-off frequency with the intensity of the laser field can be found in several experiments [45], a fact that is characteristic of a driven two-level system and which might point in the direction of an effective two-level dynamics for some systems [30].

HHG and DL are two major features of a driven two-level system with a great range of applications in atomic and solid-state systems where coherent sources of radiation and control of quantum states are sought. With this work we have established a connection between these two phenomena and provided new results and a more detailed description of this system.
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## Appendix. Components of the Floquet eigenstates

From the definition of the Floquet-Green operator, we have shown in equation (10) that the residue of the function $\mathcal{G}_{0,0}(E)$ at a pole $E=\varepsilon+p$ is the operator ( $2 \times 2$ matrix) $\left|\phi_{p}^{\varepsilon}\right\rangle\left\langle\phi_{p}^{\varepsilon}\right|$, where $\left|\phi_{p}^{\varepsilon}\right\rangle$ is the $p$ th Fourier component of the Floquet eigenstate corresponding to the quasienergy $\varepsilon$. If we write $\left|\phi_{p}^{\varepsilon}\right\rangle \equiv K_{p}|a\rangle+Z_{p}|b\rangle$, then, in principle, from the residue (a matrix) of $\mathcal{G}_{0,0}$ we could determine the components $K_{p}, Z_{p}$. This is only true, however, provided the residue does not turn out to be a diagonal matrix. Unfortunately, this is the case for the system we are considering, since, as we mentioned before, $G_{0,0}(E)$ is a diagonal matrix ( $V_{\text {eff }}(E)$ is diagonal), and therefore its residue only gives us information about $\left|K_{p}\right|^{2}$ and $\left|Z_{p}\right|^{2}$. From equation (8) we can see that the off-diagonal components $G_{m, 0}$ can give us the needed components:

$$
\begin{equation*}
\mathcal{G}_{m, 0}(E)=\sum_{\gamma, p} \frac{1}{E-\varepsilon_{\gamma}-p}\left|\phi_{m+p}^{\varepsilon_{\nu}}\right\rangle\left\langle\phi_{p}^{\varepsilon_{\nu}}\right| . \tag{A.1}
\end{equation*}
$$

From this we get that at the pole $E=\varepsilon_{\gamma}$ (and therefore $p=0$ ), the residue is $\left|\phi_{m}^{\varepsilon_{\nu}}\right\rangle\left\langle\phi_{0}^{\varepsilon_{\gamma}}\right|$. From all these residues for all values of $m$, one could therefore extract all the eigenvector components $\left|\phi_{m}^{\varepsilon_{\nu}}\right\rangle$.

The $\mathcal{G}_{m, 0}$ operators can be obtained from $\mathcal{G}_{0,0}$, as it was shown in [26]. The result is

$$
\begin{align*}
& \mathcal{G}_{1,0}=F_{0}^{+} \mathcal{G}_{0,0} \\
& \mathcal{G}_{2,0}=F_{1}^{+} \mathcal{G}_{1,0}=F_{1}^{+} F_{0}^{+} \mathcal{G}_{0,0}, \\
& \vdots  \tag{A.2}\\
& \mathcal{G}_{m, 0}=F_{m-1}^{+} \mathcal{G}_{m-1,0}=\prod_{j=0}^{m-1} F_{j}^{+} \mathcal{G}_{0,0}(E), \quad \text { for } \quad m>0,
\end{align*}
$$

and where (showing explicitly the energy dependence)
$F_{j}^{+}(E) \equiv\left(V \mathcal{F}_{j, 0}(E)\right)^{-1} V=V^{-1} V_{\text {eff }}^{+}(E+j)=\left[\begin{array}{cc}0 & \frac{1}{v} v_{b}^{+}(E+j) \\ \frac{1}{v} v_{a}^{+}(E+j) & 0\end{array}\right]$,
and similarly,

$$
\begin{equation*}
\mathcal{G}_{-m, 0}(E)=\mathcal{F}_{-m+1}^{-} G_{-m+1,0}=\prod_{j=0}^{m-1} \mathcal{F}_{-j}^{-} G_{0,0}, \quad \text { for } \quad m>0 \tag{A.4}
\end{equation*}
$$

with

$$
F_{-j}^{-}(E) \equiv\left(V \mathcal{F}_{-j, 0}(E)\right)^{-1} V=V^{-1} V_{\mathrm{eff}}^{-}(E-j) \quad=\left[\begin{array}{cc}
0 & \frac{1}{v} v_{b}^{-}(E-j)  \tag{A.5}\\
\frac{1}{v} v_{a}^{-}(E-j) & 0
\end{array}\right]
$$

It is not difficult to show using equations (A.1), (A.2) and (A.4) that

$$
\left|\phi_{m+1}^{\varepsilon_{\gamma}}\right\rangle=F_{m}^{+}\left(\varepsilon_{\gamma}\right)\left|\phi_{m}^{\varepsilon_{\gamma}}\right\rangle
$$

and

$$
\begin{equation*}
\left|\phi_{m-1}^{\varepsilon_{\gamma}}\right\rangle=F_{m}^{-}\left(\varepsilon_{\gamma}\right)\left|\phi_{m}^{\varepsilon_{\gamma}}\right\rangle, \tag{A.6}
\end{equation*}
$$

with $\varepsilon_{\gamma}= \pm \varepsilon$.
As we already mentioned, at $E=\varepsilon$ the residue of $G_{0,0}(E)$ is proportional to $|b\rangle$ and at $E=-\varepsilon$ the residue is proportional to $|a\rangle$. From this, and using equation (A.6) together with equations (A.3) and (A.5), we can write explicitly the two Floquet eigenstates of this system:

$$
\begin{align*}
\left|\phi^{-\varepsilon}(t)\right\rangle= & N\left[\cdots+\frac{\mathrm{e}^{2 \mathrm{i} \omega t}}{v^{2}} v_{b}^{-}(-\varepsilon-1) v_{a}^{-}(-\varepsilon)|a\rangle+\frac{\mathrm{e}^{\mathrm{i} \omega t}}{v} v_{a}^{-}(-\varepsilon)|b\rangle+|a\rangle\right. \\
& \left.+\frac{\mathrm{e}^{-\mathrm{i} \omega t}}{v} v_{a}^{+}(-\varepsilon)|b\rangle+\frac{\mathrm{e}^{-2 \mathrm{i} \omega t}}{v^{2}} v_{b}^{+}(-\varepsilon+1) v_{a}^{+}(-\varepsilon)|a\rangle+\cdots\right],  \tag{A.7}\\
\left|\phi^{\varepsilon}(t)\right\rangle= & N\left[\cdots+\frac{\mathrm{e}^{2 \mathrm{i} \omega t}}{v^{2}} v_{a}^{-}(\varepsilon-1) v_{b}^{-}(\varepsilon)|b\rangle+\frac{\mathrm{e}^{\mathrm{i} \omega t}}{v} v_{b}^{-}(\varepsilon)|a\rangle+|b\rangle\right. \\
& \left.+\frac{\mathrm{e}^{-\mathrm{i} \omega t}}{v} v_{b}^{+}(\varepsilon)|a\rangle+\frac{\mathrm{e}^{-2 \mathrm{i} \omega t}}{v^{2}} v_{a}^{+}(\varepsilon+1) v_{b}^{+}(\varepsilon)|b\rangle+\cdots\right],
\end{align*}
$$

with $N$ being a normalization constant. If we use the symmetry relations, $v_{b}^{-}(-E)=-v_{a}^{+}(E)$ and $v_{b}^{+}(-E)=-v_{a}^{-}(E)$, we can write these two eigenstates in a more compact way,

$$
\begin{align*}
\left|\phi^{-\varepsilon}(t)\right\rangle & =K(t)|a\rangle+Z(t)|b\rangle \\
\left|\phi^{\varepsilon}(t)\right\rangle & =-Z(t)^{*}|a\rangle+K(t)^{*}|b\rangle \tag{A.8}
\end{align*}
$$

with

$$
\begin{align*}
K(t)= & N\left(\cdots+\frac{\mathrm{e}^{4 \mathrm{i} \omega t}}{v^{4}} v_{b}^{-}(-\varepsilon-3) v_{a}^{-}(-\varepsilon-2) v_{b}^{-}(-\varepsilon-1) v_{a}^{-}(-\varepsilon)\right. \\
& +\frac{\mathrm{e}^{2 \mathrm{i} \omega t}}{v^{2}} v_{b}^{-}(-\varepsilon-1) v_{a}^{-}(-\varepsilon)+1+\frac{\mathrm{e}^{-2 \mathrm{i} \omega t}}{v^{2}} v_{b}^{+}(-\varepsilon+1) v_{a}^{+}(-\varepsilon) \\
& \left.+\frac{\mathrm{e}^{-4 \mathrm{i} \omega t}}{v^{4}} v_{b}^{+}(-\varepsilon+3) v_{a}^{+}(-\varepsilon+2) v_{b}^{+}(-\varepsilon+1) v_{a}^{+}(-\varepsilon)\right) \\
= & N\left[\sum_{n=-\infty}^{\infty} \mathrm{e}^{-2 \mathrm{i} n \omega t} K_{2 n}(-\varepsilon)\right],  \tag{A.9}\\
Z(t)= & N\left[\cdots \frac{\mathrm{e}^{3 \mathrm{i} \omega t}}{v^{3}} v_{a}^{-}(-\varepsilon-2) v_{b}^{-}(\varepsilon-1) v_{a}^{-}(-\varepsilon)+\frac{\mathrm{e}^{\mathrm{i} \omega t}}{v} v_{a}^{-}(-\varepsilon)\right. \\
& \left.+\frac{\mathrm{e}^{-\mathrm{i} \omega t}}{v} v_{a}^{+}(-\varepsilon)+\frac{\mathrm{e}^{-3 \mathrm{i} \omega t}}{v^{3}} v_{a}^{+}(-\varepsilon+2) v_{b}^{+}(-\varepsilon+1) v_{a}^{+}(-\varepsilon) \cdots\right] \\
= & N\left[\sum_{n=-\infty}^{\infty} \mathrm{e}^{-\mathrm{i}(2 n-1) \omega t} Z_{2 n-1}(-\varepsilon)\right],
\end{align*}
$$

where $N$ is a normalization constant so that $|K(t)|^{2}+|Z(t)|^{2}=1$, and we have
$K_{2 n}(-\varepsilon)= \begin{cases}1, & \text { for } n=0, \\ \left.\prod_{j=1}^{|n|} \frac{1}{v^{2}} v_{b}^{\operatorname{sg}(n)}(-\varepsilon+\operatorname{sg}(n)(2 j-1)) v_{a}^{\operatorname{sg}(n)}(-\varepsilon+\operatorname{sg}(n)(2 j-2))\right), & \text { for }|n|>0,\end{cases}$
$Z_{2 n+1}(-\varepsilon)= \begin{cases}\frac{1}{v} v_{a}^{+}(-\varepsilon+2 n) K_{2 n}(-\varepsilon), & \text { for } 2 n+1>0, \\ \frac{1}{v} v_{a}^{-}(-\varepsilon+2 n+2) K_{2 n+2}(-\varepsilon), & \text { for } 2 n+1<0,\end{cases}$
and we used $\operatorname{sg}(x) \equiv x /|x|$.
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